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Agenda

Enhancements to the Linux experience introduced 
with i5
– New i5/OS Functionality
– New iSeries Navigator Functionality
– New i5 Hardware Functionality

Technical Features of running Linux on the Integrated 
xSeries Adapter/Server (IXS/IXA)

Key features of the 2.6 Linux Kernel
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Simplify the Infrastructure

Drive new levels of productivity from integrated server infrastructure

Application integration with i5/OS

Cost reduction, better asset utilization through virtualization

Increase asset utilization through virtualization

Rapidly deploy and provision new applications
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What is New?

• IBM Virtualization Engine 
– 3rd Generation of Logical Partitioning

• Up to 254 Partitions
• Uncapped partitions
• Hardware Management Console

– IBM Director Multiplatform

• Integrated xSeries Solutions
– New Integrated xSeries Server 
– Linux support• Linux on POWER

– Storage Management via iSeries 
Navigator 

– Backup Automation through BRMS 
– New Distribution for eServer i5*

• Red Hat Enterprise Linux AS 3 (update)
• SUSE LINUX Enterprise Server 9

• AIX 5L 
– Supported Across eServer i5
– AIX 5L v5.2

• 1 processor per partition
• Direct I/O support

– Enterprise Edition
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Consolidation with LPAR
Multiple independent 

logical systems (LPARs) 
in one physical server

Each partition has its 
own

OS image
Console
CPU and memory
Physical or virtual I/O

Managed with 
Hardware Management 
Console (HMC)

Dynamic LPAR:  move CPU, memory, physical and virtual I/O cards between 
LPARs while they are running

Linux supported in partitions on all POWER5 models
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Penguin Grows up on POWER5
Enterprise Linux

Rock-solid 64-bit kernel running on POWER5
Reliability, availability, serviceability (RAS)
Utilizes IBM Virtualization Engine 

POWER5 LPAR Enhancements
Up to 160 Linux logical partitions (LPARs)
Up to 254 Linux LPARs coming soon
No IPL/reboot to create Linux LPAR
Hot-pluggable physical and virtual I/O
Uncapped LPARs (automatic CPU balancing)

Common Linux distributions for eServer i5 and p5
RHEL 3 AS QU3 from Red Hat, Inc.
SLES 9 from Novell, Inc. (SUSE part of Novell)

Enterprise Edition
Extra Processor, Service and Education Vouchers



© 2004 IBM Corporation
iSeries Technology Center

Linux Flexibility:  Virtual and Direct I/O

Virtual I/O Direct I/O

i5/OS LPAR Linux LPAR

Virtual SCSI

Virtual Ethernet

i5/OS LPAR Linux LPAR

Resources dedicated to Linux
Linux management of disk, NICs
Linux independent of other LPARs

i5/OS provides virtual disk to Linux
All partitions use Virtual Ethernet
Improves asset utilization and ROI
Uses the IBM Virtualization Engine
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i5/OS V5R3 Storage Virtualization

Storage spaces created from OS/400
– 1 MB to 1TB each
– Up to 32 per Integrated xSeries Solution
– Up to 64 per Linux   
– Can be dynamically added

Enables other OSs to Leverage 
Advanced eServer i5 Storage 
Architecture

– Data automatically spread and protected  
– More disk arms for better performance
– Automatic balancing of storage across 

drives
– Consolidated Backup 
– Flexible Storage Management  
– Easy setup of multiple environments
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iSeries Navigator
Centralized Server and Virtual Storage Management for Windows, 
Linux, and AIX 5L
– New Support for POWER Linux 

Start up, Shut down POWER Linux partitions
Create and manage virtual storage spaces
Requires iSeries Navigator V5R3, Supports OS/400 V5R2 and i5/OS V5R3

– Support planned for AIX 5L
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iSeries Integration Enhancements

Server Management through iSeries Navigator V5R3
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iSeries Integration Enhancements
Disk Management through iSeries Navigator V5R3*
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New i5/OS Functionality

1TB Network Storage Spaces

Supports Virtual SCSI (VSCSI) and VIO virtual disk
– Only VSCSI supported on i5 Systems
– VSCSI allows connection of up to 64 virtual disks from 

one Network Server Descriptor to a partition
– VSCSI provides support for writable UDFS on DVD-RAM

Support for dynamic add of virtual adapters
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Virtualization Enhancements for POWER5

i5/OS
Linux
AIX 5L

i5/OS
OS/400
Linux

Operating Systems

HMCPrimary Partition Management

64 TB2 TBMaximum Virtual Disk 
per partition

409416Maximum # of Virtual 
Ethernets

Static
Dynamic
Automatic

Static
Dynamic

Processor Movement

Up to 10Up to 10Partitions per Processor

25432Maximum # of partitions

eServer i5iSeries 

IBM Virtualization Engine 
Systems Technologies
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IBM Virtualization Engine on IBM eServer i5

Enterprise-wide integration
Cross-LPAR system technologies
Cross-platform system services

Flexibility and scalability
Dynamic LPAR (CPU, memory, I/O)
Virtual I/O
Automatic CPU balancing
Capacity on Demand



© 2004 IBM Corporation
iSeries Technology Center

Automatic CPU Balancing
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Hardware Management Console (HMC)

What is it?
Pre-installed PC appliance
Locally connected to 
server via Ethernet
Accessible remotely 
through WebSM client
Desktop or rack-mount

What is it used for?
All LPAR functions
Local console for Linux,  
AIX 5L, i5/OS
Replaces primary partition 
and improves system 
resiliency
Service focal point
Remote support
Capacity on Demand
Firmware updates

IBM
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LPAR Elements in HMC

Managed System (MS)

One HMC can manage multiple 
physical servers
New MS added through 
context-sensitive menu

Partition

Partition profile

System profile

Remote connection to system with WebSM
Local HMC interface looks identical
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HMC is used to Create Partitions!
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HMC Partition Profiles

Profiles are used to 
define the resources 
that will be used by a 
partition.

Profiles can be moved 
or even copied 
between partitions to 
facilitate easy/quick 
partition setup!
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Partitions and Profiles
A partition profile is a 

collection of system resources that 
will be available to that partition

A partition may have multiple 
profiles – always has at least one

A default (*) profile is the 
profile that is activated unless a 
different profile is selected.  It is 
also the first profile created

A system profile is a collection 
of partition profiles that are 
activated together

System resources in each 
partition profile that is part of a 
system profile are checked for 
conflicts

Two partition profiles may 
contain the same Ethernet adapter, 
as long as they are not active at the 
same time
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Memory Allocation Definition

Similar to existing 
LPAR except now 
a “desired 
memory” can be 
defined.  

The partition is 
guaranteed the 
‘minimum’ amount 
of memory but 
may vary on with 
less than the value 
under ‘desired’

Partition will start if 
its desired memory 
is not available
Partition will not 
start if its minimum 
memory is not 
available
Upon partition 
activation, the 
Hypervisor will 
attempt to allocate 
the desired amount 
of memory and 
reserve memory 
space for the 
Hardware Page 
Table.
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Both Shared and Dedicated Processors Supported

i5 continues to support the 
assignment of Shared (i.e., 
partial processors) and Dedicated 
Processors for partitions.
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Capped and Uncapped Processor Support

Both capped (static) processor 
allocation as well as uncapped 
(dynamic) processor allocation 
is supported.

Uncapped processor allocation 
allows for the Hypervisor to 
manage processor resources 
within a defined range

The weight allows the user to 
set the priority with which the 
partition gets uncapped 
resources

Uncapped provides for the 
automation of workload 
balancing across the entire i5 
system

• As with memory, the minimum 
number of units are required to 
activate the partition but the 
desired number of units are not 
guaranteed.
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Physical / Real Devices can be allocated

Partitions on i5 
hardware have the 
ability to use native 
(physical) resources 
that the operating 
system within the 
assigned partition 
will own and 
manage.

Units, buses, and 
slots can be 
allocated to partition 
as “required” and 
desired”

Partition will 
start if “desired” 
resource is 
being used by 
another partition

Partition will not 
start if “required” 
resource is 
being used.
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Virtual I/O
Each partition has virtual I/O “slots”

Configurable for each partition in HMC
Slots can have virtual adapter instance

Ethernet, serial, or SCSI
Virtual adapters configured in partition profile
Maximum number of virtual adapters cannot 
be changed without de/reactivation
Can be dynamically added or removed just like 
physical I/O slots

Cannot be dynamically moved to another 
partition
Configuration of what is in the slot can be 
redefined without a restart of the partition
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Virtual I/O Example

POWER
Hypervisor

Virtual
Ethernet

Virtual
Switch

Physical
Ethernet

Proxy
ARP

Virtual SCSI 
DMA

Buffer

Virtual Disk

Server 
Adapter

Device
Mapping

NWSD

Client
Adapter

Virtual
Ethernet

Virtual
Ethernet

Physical
Network

“Client”
Partition

“Server”
Partition

SCSI, SSA, FC Physical 
or Logical Disks
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Virtual Device Support

The partition may be 
assigned virtual 
resources that are 
served from other 
partitions on the 
system.

Virtual devices such 
as Ethernet and Disk 
continue to be 
supported in i5
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Virtual SCSI

Virtual SCSI server and client adapters
i5/OS is server, Linux is client
Required for accessing Virtual Disk, 

CD/DVD, tape from i5/OS
Virtual disk = NWSSTG object
NWSSTG created in IFS
NWSD object connects server-client 

SCSI adapter pair with NWSSTG
One NWSD/multiple NWSSTG possible 

per server-client adapter pair
Linux sees virtual disk as physical drive
/dev/sdX in Linux
Leverage RAID-5, multiple disk arms,

scatter-loading, single-level storage

i5/OS Partition Linux Partition
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Virtual Disk

Virtual disk can be 
provided to the partition 
through the use of the 
VSCSI driver.
– NOTE:  Incorporate of 

virtual SCSI is new in i5.  
Previous LPAR supported 
IDE virtual disks through 
viodasd.
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Virtual SCSI:  i5/OS View

“Resource name” for Linux NWSD 
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HA with Virtual SCSI

i5/OS LPAR Linux  LPAR

Virtual Ethernet

i5/OS LPAR

Virtual SCSI

OS-level Mirroring

Linux partitions can 
access virtual disk from two 
or more i5/OS partitions

Two virtual disks of equal 
size from separate i5/OS 
partitions allow mirroring of 
Linux system disk

Two Virtual SCSI 
server/client adapter pairs 
required, one for each i5/OS 
partition providing storage

Mirroring accomplished 
with OS tools within Linux

Linux partition becomes 
highly available, able to 
withstand failure of either 
host i5/OS partition
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Virtual LAN

Assignment of virtual LAN 
continues to be supported in i5.

Up to 4096 virtual LANs can be 
configured

Partitions can be given 
connections on multiple virtual 
LANs

IEEE 802.1Q is supported by i5 
Virtual LAN

CMNxx in i5/OS
ethX in Linux
entX in AIX 5L
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Virtual Serial

i5/OS Partition Linux Partition

First 2 virtual slots in every 
partition reserved for virtual 
serial server adapters for 
system console in HMC

For i5/OS, virtual serial 
adapters provide 5250 console

For Linux and AIX 5L, they 
provide character console
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Virtual Serial
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Virtual Devices Support

At this point the partition has 
VSCSI (virtual) disk and 
Ethernet adapters 
configured.

Note that there is room for 
up to 10 virtual adapters

The number of virtual 
adapters can be increased –
requires a restart of the 
partition.

Also note that serial servers 
are assigned by default.
– Required for console 

support
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Power Controlling Partition
Power controlling allows 
i5/OS partition to activate 
Linux partition
Analogous to host partition 
for Linux on pre-POWER5 
servers
Linux cannot act as a 
power controlling partition
Power controlling is not 
necessary if virtual storage 
from i5/OS is not being 
used, use “Power control = 
*NO” in NWSD
One NWSD per Linux 
partition is necessary for 
virtual storage.
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Default Boot Mode

Boot mode important 
when partition is starting 
from native disk

Ignored when partition is 
starting from virtual disk

SMS is service of Open 
Firmware used to 
configure boot from native 
disk

SMS also used to perform 
network install
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Partition Configuration Summary

Partition definition 
is complete.  

A summary of the 
partition 
configuration is 
displayed.
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Additional Steps
Virtual Disk Drives are created and associated (attached) to the Network 
Server Descriptor

A connection to the virtual console is established

The partition is activated

The Network Server Descriptor is modified to boot the installation kernel

The Network Server is started
A start of the Network Server causes the partition to be started as well
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Linux running without IPL!!!

Linux is running 
in a completely 
new partition 
which required 
no IPLs to 
create!!
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POWER Hypervisor Functions
The POWER Hypervisor is firmware that provides:

Virtual memory management
Controls internal operations and I/O access
Manages memory 

Virtual hardware support – processors, Ethernet, SCSI, Serial and 
Opticonnect 
Security and isolation between partitions

Partitions are allowed access only to resources that are allocated to 
them (enforced by the POWER Hypervisor)

Security and 
isolation barriers 

POWER Hypervisor 
independent of any OS

POWER Hypervisor

System Hardware
(memory, processors, devices)

LPAR 1 LPAR 2 LPAR 3 LPAR 4
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Dynamic Logical Partitioning (DLPAR)

DLPAR is the ability to add, remove, or move resources 
among partitions without restarting them
Resources

Processors, memory, and physical I/O slots that are not ‘required’
Virtual I/O
Processors and I/O only for Linux

Security and isolation between LPARs are not compromised
A partition sees its own resources plus other available resources
Resources are reset when moved

Applications may or may not be DLPAR-aware

DLPAR maximizes resource 
utilization and productivity



© 2004 IBM Corporation
iSeries Technology Center

How DLPAR Works

Partition A Partition B

HMC CommandHMC Command
HMC

POWER Hypervisor
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Moving CPU

Dynamic change:  right-click on partition, not profile
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Moving CPU

Partition from which CPU is 
being removed must have at 
least 0.10 units per virtual 
CPU left, and enough units 
left to satisfy its minimum

Only active partitions will 
appear in drop-down menu in 
lower pane

CPU changes take effect 
immediately
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New i5 Systems

Create and delete partitions without having to IPL the system
Uncapped processors

A partition gets to use unused processing power on the system up to 100% 
assigned virtual processors

Ability to dynamically add and remove Physical I/O resources to/from 
Linux partitions

Requires distributions with the 2.6 Linux kernel
Ability to dynamically add and remove entire virtual or physical
processors to/from Linux partitions

Requires distributions with the 2.6 Linux kernel.
Ability to dynamically add and remove virtual resources to/from Linux 
partitions

Requires distributions with the 2.6 Linux kernel
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New i5 Systems
Addition of the /proc/ppc64/lparcfg file which contains information 
about the partition and system that Linux is running on

The new IBMVETH VLAN acts as an Ethernet switch that may be 
bridged to external LAN.

Support for up to  4096 VLANS

IEEE 802.1Q VLAN support

Most system information is moving from /proc to /sys

Ability for Linux partitions to use VSCSI disk that is shared from 
multiple Network Server Descriptors and even multiple OS/400 
partitions.
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New Open Source Functionality

Kernel Version 2.6
– “The usual scalability stuff” – Linus Torvalds
– Improved support for processor scalability

Improved scalability to 16 cpus or more
True asynchronous I/O provides performance improvements 
in enterprise applications
Improved threading support

– Improved support for large memory models
– New Hardware Architecture support

AMD 64-bit Opteron CPUs
PowerPC 64-bit CPUs

– Improved high-bandwidth networking support
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New Open Source Functionality

SAMBA Version 3
– Ability to authenticate against an Active Directory 

Server (ADS)!!
– Support for Windows NT Domain trust relationships
– Tools to migrate accounts from native NT servers to 

SAMBA
– NOTES:

SAMBA 3 is included with the current Red Hat RHEL 3 
product

SAMBA 3 is included with the current SuSE SLES 9 product
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Linux on Integrated xSeries

Intel Linux running on Integrated 
xSeries (IXS) or xSeries server 
attached with Integrated xSeries 
Adapter (IXA)

Optimize investments
– Utilize i5/OS Virtual SCSI
– Integrate i5/OS and Linux backup
– Leverage Resources, skills and best 

practices

Deliver support for Intel Linux 
applications

Provide a path to Linux on POWER

Technical education:  AS560
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UNIX is a registered trademark of The Open Group in the United States and other countries.
Other company, product or service names may be trademarks or service marks of others. 

Linux is a trademark of Linux Torvalds.

Information is provided "AS IS" without warranty of any kind.

All customer examples described are presented as illustrations of how those customers have used IBM products and the results they may have achieved.  Actual environmental 
costs and performance characteristics may vary by customer.
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constitute an endorsement of such products by IBM.  Sources for non-IBM list prices and performance numbers are taken from publicly available information, including vendor 
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All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.  Contact your local IBM 
office or IBM authorized reseller for the full text of the specific Statement of Direction.

Some information addresses anticipated future capabilities.  Such information is not intended as a definitive statement of a commitment to specific levels of performance, 
function or delivery schedules with respect to any future products.  Such commitments are only made in IBM product announcements.  The information is presented here to 
communicate IBM's current investment and development activities as a good faith effort to help with our customers' future planning. 

Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment.  The actual throughput or performance that any user will 
experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the 
workload processed.  Therefore, no assurance can be given that an individual user will achieve throughput or performance improvements equivalent to the ratios stated here.
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	Simplify the Infrastructure
	What is New?
	Consolidation with LPAR
	Penguin Grows up on POWER5
	Linux Flexibility:  Virtual and Direct I/O
	i5/OS V5R3 Storage Virtualization
	iSeries Navigator
	iSeries Integration Enhancements
	iSeries Integration Enhancements
	New i5/OS Functionality
	Virtualization Enhancements for POWER5
	IBM Virtualization Engine on IBM eServer i5
	Automatic CPU Balancing
	Hardware Management Console (HMC)
	LPAR Elements in HMC
	HMC is used to Create Partitions!
	HMC Partition Profiles
	Partitions and Profiles
	Memory Allocation Definition
	Both Shared and Dedicated Processors Supported
	Capped and Uncapped Processor Support
	Physical / Real Devices can be allocated
	Virtual I/O
	Virtual I/O Example
	Virtual Device Support
	Virtual SCSI
	Virtual Disk
	Virtual SCSI:  i5/OS View
	HA with Virtual SCSI
	Virtual LAN
	Virtual Serial
	Virtual Serial
	Virtual Devices Support
	Power Controlling Partition
	Default Boot Mode
	Partition Configuration Summary
	Additional Steps
	Linux running without IPL!!!
	POWER Hypervisor Functions
	Dynamic Logical Partitioning (DLPAR)
	How DLPAR Works
	Moving CPU
	Moving CPU
	New i5 Systems
	New i5 Systems
	New Open Source Functionality
	New Open Source Functionality
	Linux on Integrated xSeries

