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Agenda

@ server

J Enhancements to the Linux experience introduced
with i5
— New i5/0S Functionality
— New iSeries Navigator Functionality
— New i5 Hardware Functionality

A Technical Features of running Linux on the Integrated
xSeries Adapter/Server (IXS/IXA)

1 Key features of the 2.6 Linux Kernel

13gles rechnology Center iSeries. mySeries.



@ server’

(@server xSeries

(@serverib

»Drive new levels of productivity from integrated server infrastructure
» Application integration with i5/0S

»Cost reduction, better asset utilization through virtualization
»Increase asset utilization through virtualization

»Rapidly deploy and provision new applications

. . - - -
13gl1es rechnology Center iSeries. mySeries.



: What is New?

@ server
. Nr . « AIXS5L
IBM Vlrtuallzaltlon E_nglne o — Supported Across eServer i5
— 3rd Generation o cal Partitioning — AIX5L V5.2

 Upto 254 Pa
* Uncapped pa
+ Hardware Ma
— IBM Director M

* 1 processor per partition
» Direct I/O support

— Enterprise Edition

A

-

nt Console ’

tform ﬁ

Integrated xSeries Solutions
— New Integrated xSeries Server

« — dAux support
t via1Series Vinuai Ethernet |

* Linux on POWE

— Storage Manag

i Virtual
Navigator bl

— Backup Automation through BRMS

— New Distribution for eServer i5*
* Red Hat Enterprise Linux AS 3 (update)
» SUSE LINUX Enterprise Server 9

iISeries Technology Center

] ] ]
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sz Consolidation with LPAR

@server-

U Multiple independent
logical systems (LPARSs)
in one physical server

[ Each partition has its / / / /
’ P37 P2W P11 W

own P254...

» OS image :
» CPU and memory Linux i5/0S AIXSL i5/0S
» Physical or virtual 1/0 90 15 25
_ .40 } !
O Managed with .50 4.0

Hardware Management t = I
Console (HMC)
scheduled automated

O Dynamic LPAR: move CPU, memory, physical and virtual /O cards between
LPARSs while they are running

O Linux supported in partitions on all POWERS models

13gles rechnology Center iSeries. mySeries.



iEx Penguin Grows up on POWERS

@ server’

U Enterprise Linux _
» Rock-solid 64-bit kernel running on POWERS 50s

» Reliability, availability, serviceability (RAS)

» Utilizes IBM Virtualization Engine

0 POWERS LPAR Enhancements
» Up to 160 Linux logical partitions (LPARS)

» Up to 254 Linux LPARs coming soon
» No IPL/reboot to create Linux LPAR
» Hot-pluggable physical and virtual 1/0
: : Yitual Virtual Ethemet 1
» Uncapped LPARs (automatic CPU balancing) Storage

L Common Linux distributions for eServer i5 and p5
» RHEL 3 AS QU3 from Red Hat, Inc.
» SLES 9 from Novell, Inc. (SUSE part of Novell) "'-'_:.;m oy chenae
_ - SuSE
O Enterprise Edition
» Extra Processor, Service and Education Vouchers

13gles rechnology Center iSeries. mySeries.



EE=% Linux Flexibility: Virtual and Direct I/O

@server-

Virtual I/0 Direct 1/0

i5/0S LPAR | Linux LPAR i5/0S LPAR | Linux LPAR

N OO

—
Virtyal SCSI

| |

Virtu:al Ethernet

| "

» 15/08S provides virtual disk to Linux > Resources dedicated to Linux
» All partitions use Virtual Ethernet » Linux management of disk, NICs
» Improves asset utilization and ROl > Linux independent of other LPARs

. . - - -
13gles rechnology Center iSeries. mySeries.



IE% 5/0S V5R3 Storage Virtualization

@server-

H| Storage spaces created from 0S/400
1 MB to 1TB each
— Up to 32 per Integrated xSeries Solution
— Up to 64 per Linux
— Can be dynamically added

05400
Managed Storage.,

O Enables other OSs to Leverage Windows ?;—

Server

Advanced eServer i5 Storage
Architecture
— Data automatically spread and protected
— More disk arms for better performance

— Automatic balancing of storage across
drives

— Consolidated Backup
— Flexible Storage Management
— Easy setup of multiple environments

13gles rechnology Center iSeries. mySeries.



IERL iSeries Navigator

@ server

O Centralized Server and Virtual Storage Management for Windows,

Linux, and AIX 5L

— New Support for POWER Linux
d Start up, Shut down POWER Linux partitions
O Create and manage virtual storage spaces
0 Requires iSeries Navigator V5R3, Supports OS/400 V5R2 and i5/0S V5R3

Support planned for AIX 5L

2 iSeries Navigator _|- _|E' ﬂ
Eile  Edit Yew Help
AR | X GE e 0 minutes old
| Ervvironment; My Connections | Rchasled: Disk Drives
£ @ Rechasled || Disk Drive | Capacity | % Used | server | D2 e -
i . . LN i - = - |0 x
%5 Basic Operations PBluedisk  977GB 0% Bluehat Zi| - AddLinkc o SEEIEE =lolx|
@ WWork Management GHDcdiski 2 ME 0% Blughat Ex Disk drive name: Mydisk
E{a CDﬂflguratIDﬂ and Service @DCD“SK’] ] 2 MB 0% SlDW”n}{, Bluehat Sr Degcriptign: Disk far rry Linux server
: i 0,
=L Network - ¢FDcdisk1 1 2 MB 0% N et ko i Bchet
- T® TCPAP Configuration FHDcdisk12 2MB 0%
% Remote Access Services @DCE“SK'] 3 2 MB 0%  Slowdins Sr Wik type: IDYnam'C
ﬁ SEMVErS FDcdisk14 2MB 0% NE Link sequence position: |4 I “Wiew Sequence |
H .. i 0,
@ IF Palicies @ECSISEE g mg g;;,o N © Access to disk drive:
=B windows Administration ' Dcdis & o
B Integrated xSeries Servers — | @ Dedisk17 21l P BILEREL St Exclusive - Update
R Diives ggcg!ﬂg e o Shared - Read
. colis b C
@ UserEnroliment FDcdisk2 2 MB 0% Mg Shared - Update
=-§ Enterprise Identity Mapping st o MR o ™
.88 Internet | ﬂa ihd " | !
ok | cancel | Hep |?|

| |1-130f 87 objects |

gl |

iISeries Technology Center
© 2004 IBM Corporation

iSeries. mySeries.



QServer Management through iSeries Navigator V5R3

¥ iSeries Navigator
Eile Edit

wWiew  Help

= iSeries Integration Enhancements

@server-

S=IE

PO x| @Ee

0 minutes old

| Environment: My Connections

| Rchasled: Integrated xSeries Servers

El l Rchasled
=5 Basic Operations
=-E8 WWork Management
=-B® Configuration and Service
D f] Metwork
w5 TCRIP Configuration
&-5% Remote Access Services
=07 Servers
=-[#] IP Policies
=-BH Windows Administration
- Integrated K5eries Servers
----- 8 Disk Drives
- 48 User Enroliment
=& Enterprise Identity Mapping
B8 |nternet

=

b

Windows Server | Status Darnain Description

il Bluehat Started BLUEHAT Linux MNwwsD fo
il Guiw2 shut down  Workgroup  Gui Testing Judy DeMars
il Guiwa shut down Workgroup  GUI TESTING JUDY DEM,
[ils Futh 2000 shut down Ntap Ross ServerProven testin
i Futh2003 shut down Workgroup  Ross serverProven Testil
[ Slowline shut down Turbo Linux Server

il Svrgd 72 shut down MNtap Ross Testing Serverguide
i Tstddry shut down Mtap Testing krisD FindDDOrive
[l Tstrull Started Mtap Ross Testing FindDDrive
il T stavrgd shut down MNtap Ross Testing Rmtcmdd fix:

| |1-10of 10 ohjects |

| 2
4

iISeries Technology Center
© 2004 IBM Corporation
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= 1ISeries Integration Enhancements

@server
&
QDisk Management through iSeries Navigator V5R3*
¥ [Series Navigator _l- _|':' ﬂ
Eile Edit Niew Help
Fag | P X | IES 0 minutes old
| Environment: My Connections | Bchasled: Disk Drives
= B Rchasled || DiskDrive | capacity| % Used| server | Data Access -
Bk Basic Operations HBluedisk 9.77 GE 0% Bluehat Exclusive - Update
= B8 Work Management H Dediski 2 MB 0% Bluehat Exclusive - Update
EF‘ Configuration and Service HDcdisk10 2 MB 0% Slowline, Bluehat  shared - Read
E[ﬁ Metwork HDcdisk11 2 MB 0% Mot linked
@5 TCPAP Configuration HDcdiskl 2 2 MB 0% Mot linked
E% Remote Access Services B Dcdisk13 2 MB 0%  Slowlins Shared - Read
w0 Servers FDcdisk14 2 ME gy ; s
B i & Driisk15 SRV °- Add Link to Server - Rehasled: - o] x|
= BF wWindows Adrministration FDcdisk1B 2 MB Disk drive name: fly ik
. Eq Integrated <5eries Servers = QEE]':H'SHT 2 mg Description: Disk for my Linux server
| _*i': New Disk - Rehasled _ ||:|lﬂ ME Server to link to; jits Bluehat
C MW : , -
@& Disk drive name: My disk ﬂg Linke type: [Dynarmic |
F .. g Description: IDiSk for my Linux serer Link sequence position: Ifl 'i Yiew SeguUence |
| [1-130of e ) : _ Access to disk drive:
[ Initialize disk with data from another disk S s
= Exclusive - Update
Source disk: | 2 " Shared - Read
Capal:it}": I 5 F =B r B " Shared - Update
Disk pool: 100l 1
| |——
'Series Tech : u 24 Cancel | Help |‘?|
12gleslechn 0K Cancel | Help |[?] = 1
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New i5/0S Functionality

@ server

J1TB Network Storage Spaces

dSupports Virtual SCSI (VSCSI) and VIO virtual disk

— Only VSCSI supported on i5 Systems

— VSCSI allows connection of up to 64 virtual disks from
one Network Server Descriptor to a partition

— VSCSI provides support for writable UDFS on DVD-RAM

dSupport for dynamic add of virtual adapters

13gles rechnology Center iSeries. mySeries.



EE Virtualization Enhancements for POWERS

@server-
iSeries | eServer i5
Maximum # of partitions | 32 254
Partitions per Processor | Upto 10 | Upto 10
Processor Movement Static Static
D : Dynamic
ynamic  aytomatic
Maximum # of Virtual 16 4094
Ethernets
Maximum Virtual Disk 27TB 64 TB
per partition S .
IBM Virtualization Engine
Partition Management Primary HMC Systems Technologies
Operating Systems i5/0S i5/0S
0S/400 Linux
Linux AlIX 5L

iISeries Technology Center

] ] ]
iSeries. mySeries.



i==: |IBM Virtualization Engine on IBM eServer i5
(@ server
AR SR ) S AR A

IBM Director Multiplatform |
IBEM Grid Toolbox |
IBM Enterprise Workload Manager |

systems
services

Systems Provisioning
Virtual Ethernet
Dynamic LPAR |

Capacity On Demand
i5/0S Linux AlX 5L

B e S =
‘

@server @server

xSeries xSeries

Virtualization Engine

systems
technologies

@server is
a exibilit'y and scalability O Enterprise-wide integration
» Dynamic LPAR (CPU, memory, 1/O) » Cross-LPAR system technologies
» Virtual I/O » Cross-platform system services

» Automatic CPU balancing
» Capacity on Demand

13gl1es rechnology Center iSeries. mySeries.



Automatic CPU Balancing

@ server

o

S || 3 X
") c <
O —

1 1 1

Dedicated Processor Resources

Dynamic

Automatic

Uncapped

Shared Processor Resources

Uncapped partitions allow firmware to balance CPU among LPARs

iISeries Technology Center
© 2004 IBM Corporation

iSeries. mySeries.



Hardware Management Console (HMC)
@server-

.. =8 \Web-based System Manager - (home/hscroot/WebSM.pref: Management Environm.. . %
D What IS It? Console Serverbanagement Selected  iew ‘Window Help ¥ [
> Pre-installed PC appliance C=EHe9| v HEY%E T EEE
> LOCa”y _ConneCted to Mavigation Area : Server and Partition: Server Management
server via Ethernet Q Management Environment Marme |State |0peraturPaneIValue
> ACCGSS|b|e remotely El D itclhmet .rehland.ibm.co = @ iTCLsat Operating
: = I Server and Partition | i| = &F Partitions
through WebSM client l server managen = ER Austin Running
> DeSktOp or raCk-mount & Information Center 4 - B+] Austin_AL_Mative
] Licensed Internal C = ER Madison Running 2.6.5-7.51-pseri
] HMC Management | Madison_L_Virt...
D What |S It used for') 7 Semice Applications| = ER Milwaukee Running 2.6.5-7.51-pser
) [ 1ocalhostlocaldomain | B Milwaukee_L_vir.
> D itclhme = ER Rochester Running oaoooaoao
; Rochester_i5/08
» Local console for Linux, 2 systom Prafies
AIX 5L, i5/0S |
» Replaces primary partition |
and improves system
resiliency ;
] I'p

» Service focal point

» Remote support

» Capacity on Demand
» Firmware updates

&7 Ready [11 Ohjects shown 0 Hidden. 0 Objects selected. hscre |

iISeries Technology Center

] ] ]
iSeries. mySeries.



== LPAR Elements in HMC

@server-

Console SewerManagement|§elected View Window Help o ¥ [

Find in Semner Management Ctil-F \ ~.=
o= : 0 @ b
Add Managed System(s) y\[}

9 [l &

Havigation Area /‘ b Server and Partition: Server Management

= Q Managemett Environment Marme |5tate |Operatan‘aneIValue
=[] itcsodadt rehlandibmcom |2 @ iTCLSG1 Operating

= [)/Server and Partition | = 5 Paritions

Managed System (MS)

[I Server Managerment |- = ] Austin Running
iﬁ Information Center and Se ] AUM
[l Licensed Internal Code Ms : = L madison Mot Active nooonon .
] HMC Management B+ Madison_L_virtual Partltlon
] Service Applications = L Mitwaukes M

|j localhostlocaldomain : B Mitwaukee_L_virtual

[ itelhme1 = L Rochester Running ooood Partition proﬁle
" B4 Rochester_isios
One HMC can manage mUItlple = (=] System Profiles

physical servers [ Production_Profle +————— | System profile
New MS added through
context-sensitve menu @@ @ +—Wwiii—eeee——______________

I@-Faady [12 Objects shown 0 Hidden. 10 Objects selected. hscroot - itesquad1

[ Remote connection to system with WebSM
O Local HMC interface looks identical

iISeries Technology Center

] ] ]
iSeries. mySeries.



== HMC is used to Create Partitions!
@ server’

Hardware Management Console - /home/hscroot'WebSM.pref: /Management Environment/z2330b.rch land .ibm .com:$

Consale Server Management Selected “iew Window Help (= Ed
= E e Q| v | B % E W e EEE
Mavigation Area : Server and Partition: Server Management IE Create Logical Partition Wizard 2 Hmw
= =
anagement Enviraonment JMName |Slate IOperalUr Panel vwalue
| zzzz 060 rchland.ibm. com : B Server-9405-570-SK10... Power Off C12220FF
H ] Serwer and Partition J= a eating L ) . . 5
L [ server Management | | Creats * | Logical F'imnnn This wizard helps you create a new logical partition and a default profile for it You
LT Swstern Manager Securivy| | Acd Managed Systemisy Qooo can use the partition properties or profile properties to make changes after you
| & Information Center and 5 | L Z2320pl_def complete this wizard.
5[] Licensed Internal Code M| : ER z22z0p2 Running 2. 6.5 -0-_pseriese
L[] HMC Management ‘ Ef z23320p3 Running Z & 5-F-pseriess Ensure you have your logical partition planning information before you use this
- [ ] service Applications EF zzzz0p4 Running &6 G-rcl-ameas wizard. You may also find it helpful to be familiar with logical partition concepts.
] z2z300 Ef z2220ps5 Running Z2.6.5-7F-—pseriess Click Help for more information.
= Swstem Profiles
To create a partition, complete the following information:
System name: z2330
Partition ID: 5]
[ [» s
|Readv |10 Objects shown 0 Hidden. |1 object selected. |hscroot Fartition name: |2233¢p6

Partitioh operating systerm:
@ AlX or Linux
i 054400

13gles rechnology Center iSeries. mySeries.



 Profiles are used to
define the resources
that will be used by a
partition.

1 Profiles can be moved
or even copied
between partitions to
facilitate easy/quick
partition setup!

. HMC Partition Profiles

@ server

=

A profile specifies how many processors, how much memory, and which 1/ 0 devices
and slots are to be allocated to the partition.

Every partition needs a default profile. To create the default profile, specify the
following information :

System name: z2330

Partition name; z2330p6
Partition ID: ' 6|
Profile name: [z2220p6&_virtual

This profile can assign specific resources to the partition or all resources to the

partition. Click Next if you want 1o specify the resources used in the partition. Select .‘.
the option below and then click Mext if you want the partition to have all the

resources in the system.

[] Use all the resources in the system.

Help B | < Back || Mext > | | Cancel

iISeries Technology Center
© 2004 IBM Corporation

iSeries. mySeries.



: Partitions and Profiles

O A partition profile is a
collection of system resources that
will be available to that partition
O A partition may have multiple
profiles — always has at least one
U A default (*) profile is the
profile that is activated unless a
different profile is selected. It is
also the first profile created

O A system profile is a collection
of partition profiles that are
activated together

[ System resources in each
partition profile that is part of a
system profile are checked for
conflicts

U Two partition profiles may
contain the same Ethernet adapter,
as long as they are not active at the
same time

(@ server:

* Default Partition Profile

13gl1es rechnology Center iSeries. mySeries.



O Similar to existing
LPAR except now
a “desired
memory” can be
defined.

O The partition is
guaranteed the
‘minimum’ amount
of memory but
may vary on with
less than the value
under ‘desired’

iISeries Technology Center
© 2004 IBM Corporation

[™] create Logical Partition Profile - Memory 283

Specify desired, minimum and maximum amounts of memory Tor this profile using a

cambin

= Memory Allocation Definition

@ server

O Partition will start if
i

ation of the gigabyte and megabyte fields below:.

Installed memory (ME): 4096

Current memory available for partition usage (MB) : 3776

Desire o memory Maximurm memao Iy
o4 eB 1]+ e
[ sel2{me [ of=me

[ o2fce
[ 1282 me

its desired memory
is not available

Partition will not
start if its minimum
memory is not
available

Upon partition
activation, the
Hypervisor will
attempt to allocate
the desired amount

e [

of memory and
reserve memory
space for the
Hardware Page
Table.

iSeries. mySeries.



. Both Shared and Dedicated Processors Supported
@ server

[®] create Logical Partition Profile - Processors o2 o ey

g\"ﬂVE You can assign entire processors to your partition for dedicated use, or you

-t Can assign partial processor units from the shared processing pool. Choose
one of the processing modes below.

15 continues to support the
assignment of Shared (i.e.,
partial processors) and Dedicated
Processors for partitions.

@) Shared

Assign partial processor units from the shared processing pool. For
example, .50 or 1.25 processor units can he assigned to the partition.

i) Dedicated

Assign entire processors that can only be used by the partition.

Help B < Back || Nextk} | f Cancel

iISeries Technology Center

] ] ]
iSeries. mySeries.



O Both capped (static) processor
allocation as well as uncapped
(dynamic) processor allocation
is supported.

O Uncapped processor allocation
allows for the Hypervisor to
manage processor resources
within a defined range

0 The weight allows the user to
set the priority with which the
partition gets uncapped
resources

0 Uncapped provides for the
automation of workload
balancing across the entire i5
system

iISeries Technology Center
© 2004 IBM Corporation

:=: Capped and Uncapped Processor Support

@ server

Sharing modes

You must specify a processing sharing mode for this partition profile.

) Capped

The processor usage never exceeds the assigned
processing capacity.

® Uncapped Weight : 200

5L e Lot pariton e Pocesi st Do

%WWE Specify the desired, minimum, and maximum processing settings in the fields below.

Total usable processing units: 2|
I you. You may
Desired processing units: 0.75
Minimum processing units 0.1
s0r:
Maximum processing units: 7
Advanced...

1
. . . A
As with memory, the minimum 4

number of units are required to
activate the partition but the i
desired number of units are not =l ||| b ]
guaranteed.

v 7

< Back || Mext > | Cancel

iSeries. mySeries.



i==: Physical / Real Devices can be allocated
@ server’

1 Partitions on i5 O Partition will

hardware have the start if “desired”
. . l—ﬂﬁﬁ .
a bl I Ity to u Se n atlve Select desired and required I/ 0 components for this partition profile from the managed reSO u rce IS

~— system I/ O table below. You can change the required attribute and specify the pool ID, if

(physical) resources applicable, by double clicking the Pool ID column. being used by

Managed system I/ O

that the operating — oo € |0 2 reures | another partition

"? 1 Unit UTMPE.BEF. BEQO48A

system within the L

75 Bus 42

' (g =
assigned partition o el .. .
- L3l oz HSCL1101 PCl Twinaxial Workst.. D Partltlon Wl” not

3 5lot Co4 [HSCL313 PCI 10Q/10Mbps Ethe... | UTMPB.BE|~ Properties
RS | =

will own and
manage.

7

start if “required
resource is
being used.

[ Units, buses, and
slots can be
allocated to partition = o [ e | e |
as “required” and
desired”

[ »]

13gles rechnology Center iSeries. mySeries.
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Virtual 1/O

O Each partition has virtual I/O “slots”
» Configurable for each partition in HMC
 Slots can have virtual adapter instance
» Ethernet, serial, or SCSI

O Virtual adapters configured in partition profile

O Maximum number of virtual adapters cannot
be changed without de/reactivation

O Can be dynamically added or removed just like
physical I/O slots
» Cannot be dynamically moved to another
partition
» Configuration of what is in the slot can be
redefined without a restart of the partition

@ server

13gles rechnology Center iSeries. mySeries.



HE Virtual 1/0O Example

@ server’
“Client” “Server”’
Partition : Partition
: : Physical
Virtual Virtual ’/p;xy\‘ Physical| _ Network
Ethernet Ethernet ARP Ethernet] :
Virtual |— -
Ethernet POWER
: Hypervisor
Client : : Server
— — -t — > Adapter '
Adapter : Virtual SCSI : P Mapping

SCSI, SSA, FC Physical
or Logical Disks

13gles Technology Center iSeries. mySeries.



2= Virtual Device Support

@ server

 The partition may be
assigned virtual [5G LogaPron P Vo 10 dapier: 8 =iofx]
resources that are
Se rved frOm Other Do you want to specify virtual I/ 0 adapters?
partitions on the B
system. o

A Virtual devices such
as Ethernet and Disk
continue to be
supported in i5

Heip | 2] | <Back [ neas | Cancel
¥

iISeries Technology Center

] ] ]
iSeries. mySeries.
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i5/0S Partition Linux Partition

Slot 1 reserved
for server serial

Virtual SCSI

@ server’

O Virtual SCSI server and client adapters
L i5/0S is server, Linux is client

U Required for accessing Virtual Disk,
CD/DVD, tape from i5/0S

O Virtual disk = NWSSTG object

O NWSSTG created in IFS

L NWSD object connects server-client
SCSI adapter pair with NWSSTG

0 One NWSD/multiple NWSSTG possible
per server-client adapter pair

U Linux sees virtual disk as physical drive
O /dev/sdX in Linux

0 Leverage RAID-5, multiple disk arms,
scatter-loading, single-level storage

iISeries Technology Center
© 2004 IBM Corporation

iSeries. mySeries.
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Virtual Disk

@server-

T e—

4 Virtual disk can be e e peee
provided to the partition o —
through the use of the pcapter Type
VSCSI driver. o

- NOTE Incorporate Of Connection Information

virtual SCSI is new in i5.
Previous LPAR supported

. . Remote partition: 2223001 (1| ¥
IDE Vlrtual dISkS through Remote partition ¥irtual slot humber |10 |
viodasd.
D'&_ Cancel Help ?
iSeries Technology Center iISeries. myseries.

© 2004 IBM Corporation



. Virtual SCSI: i5/0S View ©server

21, SessionA-[24x380] —

File Edit View Communication Actions Window Help

2% BB =@ %% &2 8 @l

Work with Communication Resources

Type options, press Enter.
S=Work with configuration descriptions

Dpt Ce e St 5 =t
: = 3 mbined function IOF
Comm Adapter
Comm FPort
omm Port
mbined function IOF
Adapter
s

Operation: Comm Adapter
Operati Comm Fort

Mot de Comm Adapter
Operat ; Comm Adapter

Comm

Ethernet Fort

More...

“Resource name” for Linux NWSD

13811es Technology Center iSeries. mySeries.
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HA with Virtual SCSI

: : 4 Linux partitions can
i5/0S LPAR |  Linux LPAR | i5/0S LPAR | access virtual disk from two
| Ly | or more i5/0S partitions

| O Two virtual disks of equal
size from separate i5/0S
partitions allow mirroring of
Linux system disk
O Two Virtual SCSI
server/client adapter pairs
required, one for each i5/0S
partition providing storage
U Mirroring accomplished

. Virtual Ethernet | with OS tools within Linux
g dLinux partition becomes
’ = highly available, able to

withstand failure of either
host i5/0S partition

. . - - -
13gl1es rechnology Center iSeries. mySeries.
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O Assignment of virtual LAN
continues to be supported in i5.

0 Up to 4096 virtual LANs can be
configured

O Partitions can be given

connections on multiple virtual
LANSs

O IEEE 802.1Q is supported by i5
Virtual LAN

iISeries Technology Center
© 2004 IBM Corporation

Virtual LAN

@server-

I T e——

[ wirtual Ethernet |

Slot humber:

| 3
Port virtual LAN ID: © 2

[_] Trunk adapter

[ IEEE 802,10 compatible adapter

Ok, ~J Cancel Help |2

J CMNxx in i5/0S
J ethX in Linux
O entX in AIX 5L

iSeries. mySeries.



: Virtual Serial @

@ server

backup
HI'I.I'It‘.:

i5/0S Partition Linux Partition

Slot 0 reserved Slot 0 serial

for server serial server adapter

acaplar Linux ' Linux Linux
slot 1 reserved

for server serial BN SN B B
adapter server firmware

O First 2 virtual slots in every A For i5/0S, virtual serial
partition reserved for virtual adapters provide 5250 console
serial server adapters for O For Linux and AIX 5L, they
system console in HMC provide character console

13gles rechnology Center iSeries. mySeries.



General r |/ Frocessors

Wirtual adapters

Mumber of vitual adapters 10

3 Detailed below are the vitual adapters created in this partition g

Slot Murmhber |Tﬁ,-'pe |
0 Server Serial |
1 Server Serial |
3 Server SCSI |
4 Server SCEI |

Delete

Create adapters
1 Ethernet

™ Serial

1 8C3I

[ Wirtual Serial |

Slot number: ™ 2

Adapter Type
1 Client
® Server

Connection Information
] HMZ and any remate parition and slot can connect
] Any remote pattition and slot can connect

] Qnly selected remote partition and slot can connect

Remaote partition: |ru1ilwaul-:ee {3 |"’|

Remaote parition vitual slot number: |5

0] & | Cancel Help ?

N—

| Click to create the selected adapter type |

Ok

Cancel

Help 7

iISeries Technology Center
© 2004 IBM Corporation
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O At this point the partition has
VSCSI (virtual) disk and
Ethernet adapters
configured.

1 Note that there is room for
up to 10 virtual adapters
O The number of virtual
adapters can be increased —

requires a restart of the
partition.

1 Also note that serial servers
are assigned by default.

— Required for console
support

iISeries Technology Center
© 2004 IBM Corporation

[®] create Logical Partition Profile - Create Virtual LO Adapters

Virtual Devices Support

@ server

B Wirtual adapters
Number of virtual adapuer slois: 10
Slot Mumber Type |Required
0 Server Serial [wl
1 Server Serial [wl
2 Client SCSI [
3 Ethernet [w]
Dealete Properties...
Create adapters
@ Ethernet Create. ..
i1 serial
|
Help E | < Back || Mext > | Cancel
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- Power Controlling Partition

@ server

O Power controlling allows

i5/0S partition to activate | Create Logical Partiion Prote - Power Controling Partiions. o essssss— s S S|
Linux partition

U Analogous to host partition
for Linux on pre-POWERS Power contrling partions

ﬁ You may specify power controlling partitions for this partition profile using the fields below:.

Se rve rS MNumber of power controlling partitions: il
D Li n ux Can not aCt aS a Fower controlling partition to add: @E w
power controlling partition S s s
z p

O Power controlling is not
necessary if virtual storage
from i5/0S is not being
used, use “Power control =
*NO” in NWSD

0 One NWSD per Linux

p_artltlon iSs necessary for T o [ (o |
virtual storage.
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IER Default Boot Mode

]

@ server

D BOOt mOde |mportant [M] create Logical Partition Profile - Optional Settings o83 bl
when partition is starting
from native disk

Select optional settings for this partition profile using the fields below.

[C] Enable connection monitoring

[ Automatically start with managed system

U Ignored when partition is - Boot modles
. . . = Morma
Startl ng from VI rtual d ISk o r;\,.fsteml Management Servces (5M3)

) Diagnostic with default boot list (DIAG_DEFALLT)
o Diagnostic with stored boot list (DIAG_STORED)
{1 open Firrmware O prompt (OPEMN_FIRMWARE)

O SMS is service of Open
Firmware used to
configure boot from native
disk

0 SMS also used to perform
network install | ree 7] <Back | mexts | oo || Cancel |
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:£x: Partition Configuration Summary

@ server

M| create Logical Partition Profile - Profile Summary g oy

ngn " ngn This is a summary of the partition and profile. Click Finish to create the partition and profile.
D Pa rtltl O n d efl n Itl O n To change any of your choices, click Back. You can see the details of the physical I/ O devices
you chose by clicking Details.

You can modify the profile or partition by using the partition properties or profile properties

iS CO m p I ete . after you complete this wizard.

System name; z2330
Partition 1D: 6
Partition name: Z2330p6
Partition operating system: RPA
D A S u m m a ry Of th e Profile name: z2330p6_virtual

Desired memory: 0.0 GE 256.0 ME

partition
configuration is e e

Eoot mode; NORMAL
| ]
d I S p I ayed - Yirtual 1/ 0 adapters: 1 Ethernet
1 5C5I1
2 Serial

Help E < Back | Finish || Cancel
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Additional Steps

@ server

O Virtual Disk Drives are created and associated (attached) to the Network
Server Descriptor

L A connection to the virtual console is established
O The partition is activated
O The Network Server Descriptor is modified to boot the installation kernel

O The Network Server is started
O A start of the Network Server causes the partition to be started as well

13gles rechnology Center iSeries. mySeries.



Linux running without IPL!!!

@server-

. . . B jsbryant@ubulato:~ - Shell No.2- Konsale e8]
O LiNUX iS TUNNING e et ven somee s e Y

in a completely R SR

Welcome to SUSE Linux.
N eW a rti ti O N Choose the Select your language:
p language to use 1
. . during installation Bulgarian T
Wthh reqUIred and for the Cestina
installed systen. Dansk
Click Accept to Deutsch
no I P LS tO proceed to the next English (UK)
dialog. |
Create| ' Nothing will Ezpanol
= happen to your Francais
computer until you Greek
confirm all your Italiano
settings in the last Japanese
installation dialoyg. Korean
You can select Lithuanian
Abort Installation Magyar
at any time to abort
the installation
Process. |
[Cancell [ficcept] +
¥

] Mew [ | ] shell | | ] Shell Mo, 2 [2l] Shell Mo, 3
-
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iEx:. POWER Hypervisor Functions

@ server’
d The POWER Hypervisor is firmware that provides:

» Virtual memory management
= Controls internal operations and I/O access
= Manages memory

» Virtual hardware support — processors, Ethernet, SCSI, Serial and
Opticonnect

» Security and isolation between partitions

= Partitions are allowed access only to resources that are allocated to
them (enforced by the POWER Hypervisor)

LPAR1 | LPAR2 | LPAR3 | LPAR4

O Security and
iIsolation barriers
O POWER Hypervisor

System Hardware independent of any OS
(memory, processors, devices)

iSeries Technology Center
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Dynamic Logical Partitioning (DLPAR)

@ server
J DLPAR is the ability to add, remove, or move resources
among partitions without restarting them

] Resources

» Processors, memory, and physical I/O slots that are not ‘required’
» Virtual I/0
» Processors and I/O only for Linux

 Security and isolation between LPARs are not compromised
» A partition sees its own resources plus other available resources
» Resources are reset when moved

 Applications may or may not be DLPAR-aware

DLPAR maximizes resource
utilization and productivity

13gles rechnology Center iSeries. mySeries.



EEs How DLPAR Works

Partition A

QO00O000

@ server

Partition B

QO00O000

oooooooooooooooooo

POWER Hypervisor
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a Moving CPU

@server-

=% Web-based System Manager - /home/hscroot/WebSM pref: /Management Environment/itcsquadi.rchla... %
Console  Server Management Selected  Wiew  Window Help =l gl ET
E=EH0 | v BHEREEE
Havigation Area :I Senver and Partition: Server Management
= Q Management Envirann Marme IState IOperatananelvalue
=[] itesquadit.rchland. = B iTCLsa Operating
= [0 Serverand Pari| = % Partitions
| serverman) - =l | Properties inning
& Information Ce| Create i
] Licensed Interr = | Dynamic Logical Partitioning ¥ | Physical Adapter Resources »
[ HMC Manager - Open Terminal YWindow Processor Resources b add
7 Sewice Applica : = Cloge Terminal Connection Mermary Resources b Remave
q Incalhust.lucaldurré EESTE'”PEMDYT_ Virtual Adapter Resources ¥ | pigye )
|j itcthme =] Shut Down Parttion Inning noooooao
3 Add Managed Systemis)
= £ System Profiles
] Praduction_Prafile
| »
[&" Ready |12 Objects shown 0 Hidden. |1 Object selected. hscroot - itcsquad1

Dynamic change: right-click on partition, not profile

iISeries Technology Center
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Move Processing Units From

Minirmum
Processing units : 0.1

Virtual processors : 1

Move Processing Linits To

Logical partition : |Rncheater{... v|

Mazimum

Processing units: 2.0

Virtual processors: 20

| /Bl Move Processor Resources, - AlX (4)
General || Advanced |

V] Uncapped Weight 128 jl

Current

1.0
2.0

v Uncapped Weight : ljjl

Current
0.5

2.0

Moving CPU

Humber to move After move

o7 os

o3

After move
0.7

2.0

(0] 4 %J Cancel

Help

iISeries Technology Center
© 2004 IBM Corporation

@ server

O Partition from which CPU is
being removed must have at
least 0.10 units per virtual
CPU left, and enough units
left to satisfy its minimum

LOnly active partitions will
appear in drop-down menu in
lower pane

L CPU changes take effect
immediately

iSeries. mySeries.



New 15 Systems

@ server

O Create and delete partitions without having to IPL the system

O Uncapped processors

O A partition gets to use unused processing power on the system up to 100%
assigned virtual processors

O Ability to dynamically add and remove Physical 1/0O resources to/from
Linux partitions

O Requires distributions with the 2.6 Linux kernel

O Ability to dynamically add and remove entire virtual or physical
processors to/from Linux partitions

O Requires distributions with the 2.6 Linux kernel.

O Ability to dynamically add and remove virtual resources to/from Linux
partitions

O Requires distributions with the 2.6 Linux kernel

iISeries Technology Center
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New 15 Systems

@ server

O Addition of the /proc/ppc64/lparcfg file which contains information
about the partition and system that Linux is running on

O

The new IBMVETH VLAN acts as an Ethernet switch that may be
bridged to external LAN.

Support for up to 4096 VLANS
IEEE 802.1Q VLAN support

Most system information is moving from /proc to /sys

o 0O 0O DO

Ability for Linux partitions to use VSCSI disk that is shared from
multiple Network Server Descriptors and even multiple OS/400
partitions.

13gles rechnology Center iSeries. mySeries.



5 New Open Source Functionality

@ server’

JKernel Version 2.6

— “The usual scalability stuff” — Linus Torvalds

— Improved support for processor scalability
dImproved scalability to 16 cpus or more

dTrue asynchronous I/O provides performance improvements
In enterprise applications

dImproved threading support
— Improved support for large memory models

— New Hardware Architecture support
JAMD 64-bit Opteron CPUs
dPowerPC 64-bit CPUs

— Improved high-bandwidth networking support

13gles Technology Center iSeries. mySeries.



:£Ex New Open Source Functionality

@ server’

JSAMBA Version 3

— Ability to authenticate against an Active Directory
Server (ADS)!!

— Support for Windows NT Domain trust relationships

— Tools to migrate accounts from native NT servers to
SAMBA

— NOTES:

ASAMBA 3 is included with the current Red Hat RHEL 3
product

OSAMBA 3 is included with the current SUSE SLES 9 product

1581es Jechnology Center iSeries. mySeries.



s Linux on Integrated xSeries
@ server’

U Intel Linux running on Integrated
xSeries (IXS) or xSeries server
attached with Integrated xSeries
Adapter (IXA)

(@server i5

0 Optimize investments
— Utilize i5/0S Virtual SCSI
— Integrate i5/0S and Linux backup

— Leverage Resources, skills and best
practices

Virtual Ethernet

(@server xSeries
Integrated xSeries Server

U Deliver support for Intel Linux
applications

O Provide a path to Linux on POWER

(d Technical education: AS560
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=55=. Trademarks and Disclaimers

@ server

© IBM Corporation 1994-2004. All rights reserved.
References in this document to IBM products or services do not imply that IBM intends to make them available in every country.

The following terms are trademarks of International Business Machines Corporation in the United States, other countries, or both:

AIX 5L i5/0S Virtualization Engine

POWER5 IBM DB2 UDB

eServer IBM (logo) WebSphere
@server iSeries Tivoli

Intel, Intel Inside (logos), MMX and Pentium are trademarks of Intel Corporation in the United States, other countries, or both.
UNIX is a registered trademark of The Open Group in the United States and other countries.
Other company, product or service names may be trademarks or service marks of others.

Linux is a trademark of Linux Torvalds.
Information is provided "AS IS" without warranty of any kind.

All customer examples described are presented as illustrations of how those customers have used IBM products and the results they may have achieved. Actual environmental
costs and performance characteristics may vary by customer.

Information concerning non-IBM products was obtained from a supplier of these products, published announcement material, or other publicly available sources and does not
constitute an endorsement of such products by IBM. Sources for non-IBM list prices and performance numbers are taken from publicly available information, including vendor
announcements and vendor worldwide homepages. IBM has not tested these products and cannot confirm the accuracy of performance, capability, or any other claims related
to non-IBM products. Questions on the capability of non-IBM products should be addressed to the supplier of those products.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only. Contact your local IBM
office or IBM authorized reseller for the full text of the specific Statement of Direction.

Some information addresses anticipated future capabilities. Such information is not intended as a definitive statement of a commitment to specific levels of performance,
function or delivery schedules with respect to any future products. Such commitments are only made in IBM product announcements. The information is presented here to
communicate IBM's current investment and development activities as a good faith effort to help with our customers' future planning.

Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput or performance that any user will
experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the
workload processed. Therefore, no assurance can be given that an individual user will achieve throughput or performance improvements equivalent to the ratios stated here.

Photographs shown are of engineering prototypes. Changes may be incorporated in production models.
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