Best Practices for IBM | Performance Management

Dawn May
dmmay@us.ibm.com

Power YOUlI ‘131’.’:; net. 1 © 2010 IBM Corporation



IBM Power Systems

Performance Disclaimer

“It depends ...”

Performance information and recommendations in this presentation
are based on measurements, analysis, and projections in a
controlled environment for specific performance workloads.

Your results may vary significantly and are dependent on the
application and configuration.

This information is provided along with general recommendations for
you to better understand system performance.

Information is provided *AS IS* without warranty of any kind.
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Performance Management Life-cycle
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Factors that Affect Performance

User expectations
Hardware capabilities and configuration

Software
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Definitions

Interactive work — Generally 5250 online transaction processing (OLTP)
Batch work — non-interactive workloads

Commercial Processing Workload (CPW) — Workloads which have a relatively
large amount of I/O compared to computation

Disk arms — generally one disk arm per disk drive today. More disk arms generally
results in improved I/O performance

Disk capacity — the amount of disk storage space
Memory paging and faulting — the movement of data in and out of memory

Wait Accounting — the ability to determine what a job is doing when it is not
runnina

5 © 2010 IBM Corporation



IBM Power Systems

Definitions...

Measurement: The collection of performance metrics

Transaction: A basic unit of work

Workload: An application that can drive load on a system
Benchmark: A specific workload with specific environment settings
Response Time: The average observed time to complete a transaction
Utilization: The percent of time that a resource is busy

Throughput: The rate at which transactions are completed

Capacity: The maximum throughput of a system
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What is Wait Accounting?

Wait accounting is the ability to determine what a job is doing when it is not
running

When a job is not running, it is waiting
Waits may be normal, but some waits are not normal
Wait accounting can be used to determine if a wait condition is a problem

IBM i has instrumented most of the
wait conditions

Wait information is collected by
Collection Services and
Job Watcher

| Exclusive!
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Basics of Waiting

Two basic types of walits

Idle: waiting for a work request

Typically not indicative of a problem
Waiting for the “Enter” key to be pressed on a 5250 display session

If a problem, usually external to the machine
E.g., slow arrival of work requests due to communications problem

Possible, but not typical in batch jobs
E.g., waiting for an entry to be placed on a data queue

Blocked: waits that occur while performing a work request

Blocked waits are the ones we want to take a closer look

“Outside of CPU usage and CPU queuing time, blocked walits are 1
reason jobs/threads take as long as they do to complete their worl
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Create a Baseline

A baseline is the expected performance characteristics over a defined period of time

zfg The baseline provides the data to compare with and identify changes that occur

You may need multiple baselines due to varying business periods
Day-to-day operations
Month-end
Year-end

The baseline is the reference point for
Capacity planning and trending
Identifying impacts of changes in workloads, applications, operating system, hardware
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Create a Baseline

Use Collection Services data to create the baseline

The baseline can be simple or complex, depending upon the needs

%ﬁentify the metrics that are key to optimal performance

Average response time
Batch window

Average CPU utilization
Disk used percentage

Number of interactive transactions
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Patterns in Performance Data

Performance data typically has patterns
Understand your typical patterns
Recognize change

1 Power your planet
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Collect Performance Data

Collection Services
Job Watcher
Disk Watcher

Performance Explorer

12 Power your planet

Sampling Collectors
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Tracing Collectors
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User Interfaces

IBM Power Systems

Categories
and Collection
Profiles

Collection Services

General
Properties
*MGTCOL

‘ Collector Collection CRTPFRDTA
Object

r""—_—-__"___-‘_‘w
r—— ]

Performance

Collection Services is an IBM I function that samples rforman
system and job level performance data —

zﬁg BM recommends you always run Collection Services
Collects performance data 24x7 with minimal overhead

Collects data from many system resources

Collects data at regular intervals from 15 seconds to 1 hour

Data initially stored in a a management collection object
Can hold large quantities of performance data with minimal

overhead

Performance data is copied into database files

© 2010 IBM Corporation
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Job Watcher

14

Job Watcher returns real-time information about a selected set of
jobs, threads, or LIC tasks

Job Watcher collects different types of data than Collection Services,
and more frequent intervals

Job Watcher has more overhead than Collection Services

Data collected by Job Watcher includes

Wait times *
R

CPU

un Job Watcher when you need detailed
performance data for diagnostic purposes.

/O activity
Call Stacks There are clients that run Job Watcher
SQL statements 24X7

L . to always have diagnostic data available.
Communications statistics

Need to manage the data carefully.
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Disk Watcher

Disk Watcher is a performance data collector for detailed disk
performance

Near real-time diagnosis of disk performance issues

V5R3 - S124918
V5R4 - 5124919

Statistical and Trace data

Data is written to DB2 files %

Run Disk Watcher when you need detailed
performance data for disk I/O analysis.
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Performance Explorer

Performance Explorer help identify the causes of performance problems that
cannot be resolved using one of the other performance data collectors

Collects more detailed information about a specific application, program, or resource

Performance Explorer is typically used for two main reasons:
Detailed performance trace data is needed to identify the performance problem

Analyzing the performance of applications
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Performance Data Collectors - Positioning

Collection
Services

Sample data

Collected every 15
minutes (default)

No information
concerning specific
/O operations

Disk
Watcher

Job
Watcher

eStatistics as well
as Trace data

eFocus on disk data

Sample data

Support for very
small intervals

Focus on job data
Call Stacks

SQL Statements
Walit buckets

Performance
Explorer (PEX)

Trace data

Information
collected for
every 1/O event

Collection and
analysis complex

Less

detall
<

more
detall

17
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Performance Data Management

Collection Services will automatically expire data — but you should keep important
collections for comparison

Past seven to ten days

time periods & events, such as end-of-month or end-of-year processing, baseline prior to
installing a new release

Store data centrally if you have multiple physical or logical partitions
Easier to analyze and backup
Resource intensive analysis won't impact production partitions

Keep some data online

Respond quickly to reports of poor or degrading performance
Can be on partition it was created on or centralized partition

ck up key performance data as you would business data
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IBM | Performance Tools

jee
o
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Quick Review of Performance Tools Interfaces

5250 session
CL Commands
Performance menus and reports

System i Navigator
Windows client application - aka, iSeries Navigator, Operations Navigator, Navigator for i
Collection Services
Management Central Monitors
Monitors — Real-time Monitoring
Graph History — Observer performance metrics over several months
Performance Tools plug-in — Basic trend and performance analysis

IBM Systems Director Navigator for i
“Web Console” for much of what was originally in System i Navigator
Performance Tasks: Performance Data Investigator, Collections, other performance tasks
Performance Data Investigator:
Health Indicators — High level overview of key resources utilization metrics
Collection Services — Basic trend and performance analysis
Job Watcher — Job-related performance analysis
Performance Explorer — Trace the flow of work in an application
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Tools and Usage

IBM Systems Director
Web-based interface
Support for multiple systems and groups
System health and high-level monitoring
Active Energy Manager extension

PM for Power Systems
Web-based interface
Current and long-term trend analysis

Workload Estimator
Web-based interface
Used to size a new partition, an upgrade, or a consolidation of several partitions

iDoctor suite
Windows client application
Detailed performance analysis and diagnostics
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Relationship Between Collectors And Consumers

Systems Management

Diagnostic

IBM directed
diagnostic

Collection Job Disk Performance
Senvices Watcher Walcher Explorer
APls
CL Commands

|1BM Systems Director Navigator for
Performance Web interface

Mavigator for i
* Monitors
« Graph Hislory

Performance Management for
Power Systems

IBM Systems Workload Estimator

Performance Tools for i

22 | 3

Other Tools/ iDoctor
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Real-time Monitoring

*

Real-time monitoring is essential for pro-active performance management

Identify and correct potential issues before they become real problems
Automated monitoring and notification

Several tools available for real-time monitoring:
Watches

CL Commands

IBM Systems Director Navigator for i
Management Central Monitors

IBM Systems Director

Tivoli Monitoring
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Watches

Watches provide a programmatic interface to be notified when the following occur:

Message
Licensed Internal Code Log (LIC Log)
Problem Activity Log Entry (PAL entry)

Start Watch (STRWCH) command or APl (QSCSWCH)
End Watch (ENDWCH) command or APl (QSCEWCH)

When the condition being watched occurs, your program gets control and you can
take any action you want
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CL Commands

Commands can be used for real-time performance monitoring
Work with Active Jobs (WRKACTJOB)
Work with Disk Status (WRKDSKSTS)
Work with System Status (WRKSYSSTYS)
Work with System Activity (WRKSYSACT)
Work with Shared Storage Pools (WRKSHRPOOL)

These commands are sampling based
Enter the command
Allow the system to collect data for a minimum of 5 minutes
Refresh (F5) the display to see the performance data
Restart (F10) will restart the elapsed time counter

25
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System Status - lszIipl3

IBM Power Systems

Last refresh: AI22M0 B:35:24 AM
. . . General
IBM Systems Director Navigator for | = b
Wl Towal: 988
. . . . - Active: 238
Recommended starting points for monitoring %} i
sk Space
Graphical User Interface views of  Addresses | :*-‘m= s
emporary: 0.05
SyStem Status Total disk space: 245,62 GB
D|Sk Status System disk pool
Actlve Jobs Capacity: 24662 OB

Usage: T0.0601 %

Health Indicators

Graphical view of general health
H . Perspective [b] Edit (] View 2] History [e]
based upon Collection Services data o
System Resources System Resources Health Indicators

Intervals Distribution (Percent)

CPU elml“lul“lsl“lsl“lt“g
Disk

Memory
Response Time

Disk +

Memory Pools -

Performance Metric

5250 OLTP Response Time

FPercentage of intervals with walues under defined threshalds
Fercentage of intervals with walues abowe Warning threshold
E Fercentage of intervals with values abowe Action threshald
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IBM Systems Director Navigator for | - Thresholds

IBM-supplied defaults for threshold levels on health indicators
Can be customized for your requirements

Define Health Indicators il |

System Resources Health Indicators

Available [ndicators Setected Indicators Curmant Threshold Values

l [Empiy] EIPEYTS | 5250 OLTP Respanse Time . | Waming |0 1
Disk | U bl
| [Eheminse] |0 Adon o]

CPU

Memory Pools Mamary Pools

5250 OLTP Response Time

With Design Mode, Edit View, thresholds can be added to any chart

CPU Utilization and Walts Overview

.......
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Management Central Monitors

Management Central Monitors are part of the System i Navigator
They do not exist in the Director Navigator Web console

For performance management, use the System Monitors
Provide real-time performance of multiple partitions

Performance metrics

CPU Ut| li Zat| on B iSeries Navigator O] x|
File Edit Wiew Help
D|Sk Ut|||zat|0n | Central System: System? | Maoritors: Spstem
. EI@ Managernent Central (Sysl < | | Maonitor | Status
FaUItl ﬂg E Task Activiky EECF'LI Awerage 1 threshaold triggered
'@ Scheduled Tasks ﬂlnteractive Threshold Z thresholds triggered
EtC - D'E’ﬁ'_"iti':"-'s ﬂSystem Ackive Skopped
_ E'" "":'5 _ B watch For high DASD utili... Started
Thresholds can be defined for 4 T

automated notification g b

Graph History allows you to see the IS LTSN | 5
data over an extended period of time

System monitors use Collection Services for the performance data
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IBM Systems Director

IBM Systems Director is geared
toward managing and
monitoring a more complex
environment

With Systems Director you can
manage IBMi at 5.4 and
later releases

Systems Director is integrated
with Systems Director
Navigator to 'drill down' into
IBM i specific tasks

29

|}
1] — Management server
(111
\l

IBM Systems Director Server installed
includes:

Various protocols

IBM® Systems + |BM Systems Director Server
Director + |BM Sysiems Director Web interface
« Command-ine inlerface
« Common Agent
| |
HTTPS TCPIP
l e
SMNMP devices

Browser systam Agentless managed systems
= Mo IBM Sysiems Director = Mo IBM Systems Direcior
code insialled code installed

[ ¥

Agenless managed systems
= Mo IBM Systems Director
code installed

Qg

Flatform managed systems
* Platfiorm Agent installed
on each

Q5

Common managed systems
* Common Agent installed
on each
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Systems Director:

Focus on Health, Status, Automation

Health summary
Favorite systems
Critical monitors
Group thumbnails
Monitoring
Monitor resources
Thresholds
Events

Update Compliance

—

Automation Plans
Notify

Run commands
Trigger tasks

I *MIri e ] ey o &
30 rFowel VOUI pldllel

Monitor View

This page displays the Commeon Monitors monitors.
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IBM Tivoli Monitoring

Tivoli.

Enterprise-level monitoring and automation is accomplished with IBM Tivoli

Monitoring

Predefined or customized situations

Policies for automation

Monitoring agent for IBM i provides a wealth of information that can be monitored

Operating system

CPU

Disk

Network

Virtual and physical memory
Paging information

and much, much more

31

IBM Tivoli Monitoring environment —
Architecture Overview % g %
IBM IBM Tivoli IBM Tivoll Business
/OMNIbus c ! S M
Tivoli Event Integration
event synchronization
Monitoring
agents
=]
. %
Tivoli Enterprise
Portal = SO =
brawser cllent ’_DBZ_-'.
| - Monitoring
Tivoll Enterprise 3 agents
e Portal Server Hub Tivoli Enterprise
Monitoring Server
Tivoli Enterprise
Portal
desktop client
| pez, Moritoring
‘ “"::”" Remote agents
“"—)m Tivoll Enterprize

Monitoring Server

Tivoli Data
Warehouse
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Analyze Performance Data

%art with Collection Services data.

Whether investigating a reported problem, monitoring how your system is running, or looking for
improvement candidates, it can help

Use it to understand resource usage, what is or is not being used, how did it change, when did
it happen, what is affected etc. Basically scope the problem

Where to start

Health Indicators perspectives - Are any resources constrained?
Collection Services perspectives:

CPU Utilization and Waits Overview
Any periods of high CPU or wait time?
Does any type of wait stand out?

CPU utilization by Thread or Task — See who is using CPU time.

Resource Utilization Overview — time based comparison of disk busy, physical I/0O, faulting,
CPU, logical DB 1/O and 5250 transactions. Does anything stand out here?

Use drill downs and other perspectives based on what you found above and want
to investigate further.
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Analyze Performance Data (continued)

Using the Collection Services data you should know what you need to investigate
further

excessive CPU consumption, locking issues, disk utilization, ...
when it happened
what resources were involved (jobs, disk units, ....)

Collection Services cannot tell you details like what programs, instructions were
running, objects, files, records, SQL statements being used, who is holding locks
and who is waiting ...

You need to use tools like Job watcher, Disk Watcher and/or PEX for this in depth
iInformation.

d on the Collection Services information you can focus these tools to collect only the data
you need.

Generally, Job Watcher is used when you cannot identify the root cause with Collection
Services

© 2010 IBM Corporation
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Tuning

ake the most efficient use of the system's resources
Iterative: measure, analyze, adjust

Basic strategy
Set up initial tuning values
Measure: observe system performance with these tools
WRKSYSSTS
WRKDSKSTS
WRKSYSACT
WRKACTJOB

Analyze: review values, compare with performance goals
Interactive throughput and response time
Batch throughput for active batch jobs

Auxilliary input/output (AuxlO)
CPU percentage (CPU%)

Adjust: if performance does not meet expectations, tune system based on new data

Measure and compare all key perform ents
Analyze and evaluate adjustments on; at a time i%

Review performance
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Tuning, continued

General tips:

t the system tune itself automatically (IBM recommended)

Set system value QPFRADJ to 2

Performance adjustment and IPL and automatically

Work with Shared Pools — WRKSHRPOOL
Allows additional control over automatic adjustment of pools based on faulting and

Size parameters

Wrk with Shared Pool s

Mai n storage size (M

Type changes (if allowed), pres
DefTTed Ve
Pool Size (M Active
* MACHI NE 800 00 ot |
* BASE 2536. 01 601
* | NTERACT 715. 22 170
* SPOCL . 25 1
* SHRPOOL 1 . 00 0

4051. 50
s Enter.

Al | ocat ed
Size (M
800. 00
2536. 01
715. 23
. 25

P

ool
I

DWNR OO

System

Defined Current

*ElLXED *ElLXED
*FIXED  *FI XED
*FIXED  *FI XED
*FIXED  *FI XED
*Fl XED

MYSYSTEM

35
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Tuning — Work with Shared Pools

You can tune the values to influence the behavior of the performance adjuster

Mai n storage size (M

Type changes (if all owed),

Pool

* MACH NE
* BASE

* | NTERACT
* SPOCL

* SHRPOOL 1
* SHRPOOL 2
* SHRPOOL 3
* SHRPOOL 4
* SHRPOOL5
* SHRPOOL 6

press Enter.

4051. 50

Wrk wth Shared Pool s

System

| SZ1LP13

=Srze—9%=——=

Fautrts/Secomnd

Priority Mninmum Mxinmum Mninmm Thread Maxi nrum

NDNNNNNNRER R

PRPRRPRPRPRPPRPOMN

. 99

00

. 00
. 00
.00
. 00
.00
.00
. 00

100
100
100
100
100
100
100
100
100

12.
12.

5.
10.
10.
10.
10.
10.
10.

00
00
00
00
00
00
00
00
00

. 00

00

. 00
. 00
. 00
. 00
. 00
. 00
. 00

200
200
100
100
100
100
100
100
100

More. ..
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Tuning — Pool Properties via Director Navigator

You can also do memory pool tuning through the GUI

General
State transitions per minute
Configuration
O Active -> Wail: 13,426.5
Wait -> Ineligible: 0.0
Tuning
Active -> Ineligible: 0.0

Database faults per second: 0.2

Database pages per second: 0.6 ||

Non-database faults per second: 17.7

Mon-database pages per second: 0.6 —| Automatically adjust memory pools and activity levels:

Performance | | At system restart

Tuning 1 Periodically after restart

Tuning values

Priority (1-14): 1|| 1-14

Size:

Minimum: |4.99 | %

Maximum: | 100.00 | %

Page faults per second:

Minimum: [12.00

Additional minimum per thread: |1lgg

Maximum: |2DD.00

| Reset to Defaults |

M
o

a7 Power your planet.
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Tuning, continued

General tips:

If QPFRADJ = 0 (off) use WRKSYSSTS to manually adjust pools and activity levels
Minimize wait-to-ineligible transitions in interactive pools

< 10% of active-to-waits
Increase MAXACT by 5 or 10 to reduce wait-to-ineligible transitions
Repeat until they are less than 10% of the active-to-wait

Tune faulting in user pools

Sum of faults for all user pools should be less than the number of processors times the
processors percent busy

Example: four processors running at 50% busy
Get faults to less than 200 faults/seconds (4 * 50)

Tune the machine pool to under 10 faults/second
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Tuning, continued...

Favor output over input so existing jobs are not adversely impacted

Do not mix different types of jobs and priorities in the same pool

Remove batch jobs from *BASE by creating another batch pool
Route batch jobs to *SHRPOOL1

One batch job to a pool is ideal. This can be done by modifying the job description for
the routing data, and the subsystem description for the routing entry

On a shared production/development partition
Create a second interactive pool *SHRPOOL2 for programmers

Change programmers' job description routing data and subsystem description routing
entries so their jobs run in SHRPOOL?2
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Tuning .... Work With System Status

Wrk with System S
MYSYSTEM

04/ 22/ 10 10:15:01

% CPU used . . [. . . . . - 1.6 Syst
ASP . . . . . | . 246. b G
El apsed tinme . . . . . . : 00: 02: 47 % sy
ASP used . . | _: /0. 214p

%rl?]?rgasé ;ooIC;i\zlec t:) ggace faulting ~ , ~ : 1013 Tota

Ly PO Siee IR TETHEE 246.6 G
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Historical Trending

Performance Management for Power Systems is an IBM offering that provides a
f historical view of performance

Send your performance data to IBM
IBM will store up to two years of performance data

You can use the supplied graphs to view the trends of key performance metrics

Performance data sent to IBM can later be used to size your next upgrade

Graph History
Graph History allows you to see that performance data over time.
7 days if you are not collecting performance data with PM
One year if you are collecting performance data with PM
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PM for Power Systems

Solutions

Support and Services
Community
Resources

Success storles
Nows

Education

Related links

» Warranties, licenses and
maintenance

« Special offers

« Compare Power Systems
against Sun and HP

+ Small business resourca
center

» Express Advantage for medium
business

+ |IBM Redbooks

+ IBM MNetworking solutions

+ IBM Storage solutions

+ System |

+ System p

+ Product accessibiity
information

http://www-03.ibm.com/systems/power/support/perfmgmt/
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IBM Performance Management for Power Systems

Overview Gotting started FAQ Resources Nows

Intro Description Benefits Terms & conditions Centact

Your IBM Power™ Systems model (including the IBM System i@, the IBM System p@ and the
brand new POWERT™ maodels) can be one of your company's most valued assets, Butitis an
absolute reguirement you understand the utilization and growth of your system to help with
making better plans for reducing cost, improving service and managing risk. Building a dynamic
infrastructure that accommaodates the changing demands of your business in a planet becoming
smarter s critical.

That is where IBM Performance Management for Power Systems (PM for Power Systems),
which now includes the former PM for System i and PM for System p, fits in. Supporting [BM |
and the ALX® operating systems, this easy to use yet powerful tool easily provides you with
critical information on your system's current and long term utilization trends plus helps provide
insight on where you are headed, what additional capability your system has and what
upgrades you might need for that "next" application. Cngoing interactive access Is provided to
your historical performance data so that you can easily ‘revisit your utilization and capacity
environment from up to 24 months prior.

Whether you are interested in server consolidation, visualizing your virtualization capabilities
through the addition of your own new applications or an IBEM middleware application like
WebSphere® or Domino® or implementing a multi-partition, multi-OS environment, PM for
Power Systems can be of great assistance in helping you understand the possibilities. Click
here for a whitepaper (FOF, 17T1KE) on how PM for Power Systems can help you visualize your
system workloads on a new IBM Power System,

PM for Power Systems is available in both ‘no additional charge' and 'nominal charge’ options
depending on the level of detail you wish to see on a routine basis. Visit the description and
terms and conditions tabs for more Information.

All of this is available with minimal initial set up. After initial set up, the remaining process is
automated, thereby helping relieve you of those tedious and expensive tasks involved with
systems management. After set up, IBM will provide you with secure Internet access to your
graphs.

In summary, PM for Power System's asset management and virtualization capabilities are an
easy step in helping you build a dynamic infrastructure for tomorrow’s challenges.

Wo're here to help

Easy ways to get the
-++] answers you need.

6 Chat now

Or call us at
1-866-883-B301
Priority code:
GMBAF15W

Hot topics

= PM support for IBM
POWERT?™ processor and
IBM POWER processor-
based Blades

= Performance Management
AlX reports and graphs
avalable in a PDF format

- PM data collector integrated
into ALX

PM for Power Systems
reports

1
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Capacity Planning

Goal of capacity planning is to make your system most efficient with regard to
Utilizing resources
Fulfilling user requests

IBM Systems Workload Estimator (WLE) is the IBM tool for capacity planning
Submit input from the PM for Power Systems data

Select a specific workload to size from the Performance Data Investigator

Manual input

Use WLE to:

Size a new system

Size an upgrade

Size a consolidation of several systems

WLE provides current and growth recommendations for
Processor

Memory
Disk
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Capacity Planning Cycle

Review current performance

Select representative data

Is the data variable due to business cycle or seasonal economic conditions?
Identify seasonal processing peaks
Are there peaks within peaks?
Eliminate exceptional and unusual conditions

Estimation

Gather realistic projects of the business factors that affect performance
Focus on how the business factors will cause changes in the workload

Account for pent up demand
%ing a sizing tool such as the Workload Estimator
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IBM Systems Workload Estimator (WLE)

Size Next Upgrade action from Performance Data Investigator N

S — From IBM Systems Director Navigator for i ->

R ——— Performance -> Investigate Data -> Display
— Select Action — = perspective, select the timeframe you want to size
Waits Overview | with WLE.

' CPU \ Seizes and Locks Waits Overview [
- Contention Waits Overview '
% Disk Waits Overview
- Journal Waits Overview

Then select Action-> Size Next Upgrade

| Classic JVM Waits Overview |
CPU Utilization by Thread or Task |
Resource Utilization Overview

¢ CPU Health Indicators

| Edit View
Export

| Modify SQL
| Change Context
. Show as table

J'ﬂ, " A T I

100

- 80

~60

sl

40

Time I:Se cunds}

20,000

Qualxiad uonezinn Ndd

+[3,814.89

1 T
B:15 AM 9:15 AM 10:15 AM 11:15 AM
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IBM Systems Workload Estimator (WLE)

Filters

Time Range

From: 2/28/08 9:00 AM to: 2/28/08 11:00 AM Security Warning
General Although this page is encrypted, the information you
have entered is to be sent over an unencrypted
System Name: RCHASTND connection and could easily be read by a third party.
Operating System: 035400 Are you sure you want to continue sending this
_ information?
Version: 6.1
Workioad ID: PDI -
lf_- Cancel :] ('Eﬂ‘l‘ltlﬂﬂ&‘j

CPU

CPU Utilization: 83.72 percentage

Interactive Utilization 0.0 percentage

Disk

Storage: 2410.73 GB

| ok | | cancel |
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WLE — Workload Definition Panel
T PDI COMMON2/CS228229ND

PDI Workload Definition

Related Links

- |IBM Systems Energy
Estimator for POWERS Workload selection Workload definition Holp/Tutorials

& POWERT models

= PO
i gl COMMON2/CS228229ND
* IBM System x and & Save this workload - Madify intervals = Continue
g:?:;gcuer;ttzr P = Edit workload name 13 Reset this workload + Back
= User options *» Refresh this workload

Partition: RCHASTHD, IBM i - 6.1, Whole System

Note: The partition information specified above reflects the target partition, in the same manner as the other
workload definitions within the Estimator. Please ensure that the target partition is what is desired (name, type,

0S5 level); this can be changed by clicking on the partition name.

Definition page - , ,
PDI Workload AP |

Feature: 5462

Defl nltlon Clock Speed: 4700 MHz
1. Total CPU Utilization B3.72
2. Processor cores activated 4
3. Assigned Processor Cores 4
4. Memory (MB) 304047
5. Convert disk groups |Yes j
6. Disk Configuration
Group Storage Read Read Write Write Attachment Protection Type Disk
Mame Used(GB) Ops 10Size Ops [0Size unit
{bytes) (bytes) type
Group B3 292 16, 717.0 147 1,84T7.0 External Mo 15,000 2107
1 Storage Protection RPM
Group 2328 4071 16698.0 2080 1B47.0 External RAID-5 15,000 2107
2 Storage RPM

Power vour plcmet @ Back 6 Continue
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WLE — Selected System

Selection System
Tab:

Immediate Solution
and Growth
Solution are
shown

Physical systems
capable to
support the
measured
workload

‘Workload selection Workload definition Selected system

# Save all workloads
% Generate PDF

& Printable version
— Edit estimation info
-+ User options

Bvaila

B FDI CO

Model/Feature:

Number of Systems:
rPerf:

Processar CPW:
Cores:

CPU Utilization:

5250 OLTP CPW:
Operating System:
Software Pricing Tier:
Memory {MB):

Int. Disk Drives (arms):
Capacity (GE):
Offering Family

Processor:

Clock Speed:

ble
HHONZAC522
=16

- Choose base system

— Modifyfvisualize system
= Modify external storage
- Modify disk groups

-+ Modify growth factors

- Modify horizontal scaling
- Modify VIOS

Immediate Solution

163
896

7B g5
B

5@
4
36
2R 355

1
@

+ Back

— Retired sizing

—+ Show possible systems
*» Recalculate

= Energy estimate

Growth Solution

196
9@

g@
7N
&1t

5@
40
S | o
204
10

@

-47%

The 750-8233-E8B can handle the defined
workloads now.

[ It can also handle the specified growth.

@ Plan Immediate System

e Plan Growth System

ITSG-8233-ESB 8332 3300 8-32 ~|

1
86.99
47,800
8
35%

47 800 (0% utilized)
IBMi-6.1
P20
31,421 0f 131072
54 of 584"
4,600 of 261,000
IBM Power Systems
IBM® POWERT
3300 MHz

| 750-8233-28B 8332 3300 8-32
1
B6.99
47,800
8
53%
47,800 (0% utilized)
IBMi-86.1
P20
47,099 of 131,072
80 of 584'%
6,888 of 261,000'"
I1BM Power Systems
IBEM®& POWERTY
3300 MHz
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Guidelines - CPU

CPU Utilization Guidelines depend upon the number of processors defined to the
partition

50% 1-way
70% 2-way
85% 8-way
90% 32-way

for high-priority for work, not considering lower-priority batch jobs
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Guidelines - Memory

Rules of thumb — starting point from which you can fine tune to determine
appropriate thresholds for your environment

emory
ulting is normal and expected

How much is too much?

Generally ...
(100 * (CPU utilization by pool / 100)) * number of processors)

Use the Performance Adjustor if your workloads are slow to change
E.g., Daytime versus over night
Rapidly changing workloads are not well suited for the Performance Adjustor

QPFRADJ
Automatically manages the shared memory pools without any user interaction
Setto2or3
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Memory - Pool Faulting Guidelines

Machi

The me
E}lik ut

|IOP uti

ne Pool Faulting Guidelines

ichine pool faulting rate should be less than 10/faults per second
ilization should be less than 40%
lization should be less than 60%

User Pool Faulting Guidelines

Paging

guidelines no longer published

Track response time, throughput, and CPU utilization against the faulting rates to
determine a reasonable faulting rate

Determine how much the faulting is affecting the interactive response time or batch throughput.
Data is available with PRTSYSRPT
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Guidelines - Disk

Isk Response Time may be the most important component in overall system
performance in today's system

Very fast processor technology, while disk performance has not yet made as much progress
Solid State Devices will have some impact here

Rules of thumb for categories:

Good: Average response time less than 5 milliseconds

Normal: Average response time between 5 and 10 milliseconds
Requires analysis: anything over 10 milliseconds

Alternatively - Establish disk response time objectives for a given application
This becomes your benchmark

Dividing the total disk response time per transaction by the average number of synchronous
disk 1/Os per transaction

Online Transaction Processing (OLTP) objectives will vary from batch processing because it
may be more disk I/O intensive
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Disk Response Time Groups
7.1 Performance Data Investigator enhancement

- Eipisk
E:]' '!:—iDisl-; Response Time
'L._'i[}etalied
® Disk /0 Rates Overview - Detailed

b4 Disk 10 Rales Overview With Cache Statistics - Detailed
b Disk VO Average Response Time Overview - Detailed

. Disk 'O Total Response Time Overview - Detailed
® Disk /O Total Service Time Overview - Detailed
® Disk I/D Rates Overview
. Disk I/O Rates Overview With Cache Statistics
" ® Dick /O Average Response Time Overview

* Digk /O Total Responzse Time Overview
=g Disk /O Total Service Time Overview

- Detalled

ew ] History ]

VI s

s  Power your planet.

3,500 - 200,000
3,000 I
1 L 150,000
2500 B I =
= L =
g i § m
S 2000 * i 2
i ] 100,000 2
g I -
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Guidelines - Disk

Disk Percent Busy

Disk Percent Busy is not equal to Disk Utilization

A disk may be 100% busy and still be able to perform additional disk operations
Arbitrary:

Acceptable response times can be achieved at up to 70%

IBM Workload Estimator uses a conservative guideline of 25%

OLTP environments are much more sensitive to variations in disk response time
Batch-oriented workloads may be able to tolerate higher disk utilizations (than 25%)
Other batch jobs can be time sensitive

disk utilization may indicate a need to inspect the disk response time

Isk Storage
ASP percentage on WRKSYSSTS (% system ASP used) should be less than 80%
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Key Performance Indicators

Performance Indicators gauge how well a system is performing over time

Key Performance Indicators (KPIs)

election of metrics that make sense to your business

Easily measured

Track over time to determine if they are static, increasing or decreasing

Track against predefined thresholds

Two recommended categories:
Hardware resource utilization

Throughput
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Hardware Resource Utilization & Throughput

Hardware Resource Utilization

Total CPU Utilization

CPU usage by job priority (batch & interactive)

Memory faults per second by memory pool (database & non-database)
Disk (arm utilization, response time, wait time, space utilization)

Throughput
A business transaction varies per business

An application can be built to capture these metrics and collect them such as is done by
Collection Services.

IBM i defined metrics for components that typically make up a business transaction:
OLTP transactions (5250 and/or HTTP) per hour (peak & average)

Average response time per transaction

CPU usage per transaction

Disk I/O per transaction

Elapsed time of batch jobs
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http://www.redbooks.ibm.com/redbooks/pdfs/sg247808. pdf FERE

See this Redbooks
publication for complete
coverage of IBM |
Performance
Management Best
Practices.

Based upon the 6.1
release and the October
2009 update to the
Performance Data
Investigator.

57

T
Learn tips and best practices

End to End
Performance
Management on IBM |

~
Understand the cycle of Performance

Management

Maximize performance using the
new graphical interface on V6.1

Hemando Bedoya

Mark Roy
Nandoo Neerukonda
Petri Nuutinen

ibm.com/redbooks Re d b00ks
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Performance and Scalability Services

The IBM i Performance and Scalability Services Center can provide facilities and
hardware IN ROCHESTER to assist you in testing hardware or software changes

“Traditional” benchmarks

Release-to-release upgrades

Assess and tune application and database performance

Stress test your system

Determine impact of application changes

Proofs of Concept (e.g. HA alternatives; SSD analysis, external storage, etc.)
Evaluate application scalability

Capacity planning

... all with the availability of Lab Services IBM i experts and development
personnel

To request any of these services, submit at:
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IBM 1| Web Sites with Performance Information

IBM i Information Center
Systems Management — Performance
http://publib.boulder.ibom.com/iseries/

IBM i Performance Management
http://mwww-03.ibm.com/systems/i/advantages/perfmgmt/

Performance Management for Power Systems
http:/mww-03.ibm.com/systems/power/support/pm/index.html

IBM Workload Estimator
http://www.ibm.com/systems/support/tools/estimator

iDoctor

http://mwww-912.ibm.com/i_dir/idoctor.nsf

Job Watcher Whitepaper
https://mww-912.ibm.com/i_dir/idoctor.nsf/3B3C112F7FBE774C86256F4000757A8F/$FILE/
Job_Waits_ White_Paper_V5R4.pdf

IBM Systems Director

http://www-03.ibm.com/systems/management/director/index.html
IRM Tivnli Maonitarinn
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Redbooks and Redpapers on IBM | Performance Tools

IBM eServer iSeries Performance Management Tools
http://mww.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/redp4026.html|?Open

A Systems Management Guide to Performance Management for System i and System p servers
http://www.redbooks.ibm.com/abstracts/sg247122.html?Open

Sizing IBM i5/0S Work on IBM System i5 Partitions
http://www.redbooks.ibm.com/abstracts/sg246656.htmI|?Open

Application and Program Performance Analysis Using PEX Statistics
http://www.redbooks.ibm.com/abstracts/sg247457.html?Open

Managing OS/400 with Operations Navigator V5R1 Volume 5: Performance Management
http://www.redbooks.ibm.com/abstracts/sg246565.htmI|?Open

IBM iDoctor iSeries Job Watcher: Advanced Performance Tool
http://www.redbooks.ibm.com/abstracts/sg246474.html?Open

Best Practices for Managing IBM i Jobs and Output (and a few other special tips)
http://mww.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/redp4454.html|?Open

I5/0S Diagnostic Tools for System Administrators: An Ato Z Reference for Problem Determination
http://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/sg248253.htmI?Open

IBM eServer iSeries Systems Management Handbook
http://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/redp4070.htmI?Open
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Blog Posts

http://iomsystemsmag.blogs.com/i_can/

http://iomsystemsmag.blogs.com/i_can/performance/

http://ibomsystemsmag.blogs.com/i_can/2010/07/i-can-collect-more-performance-

data-in-71.html

http://ibomsystemsmag.blogs.com/i_can/2010/05/-i-can-measure-disk-response-

times.html

http://ibomsystemsmag.blogs.com/i_can/2010/03/i-can-understand-scaled-cpu-

time.html

http://iomsystemsmag.blogs.com/i_can/2010/02/i-can-use-power7-features-with-

Ibm-1-611.html

IV aYaYW W N W I o
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Articles

IBM Systems Magazine, IBM i - “Sky High Performance “, Aug 2009
http://www.ibmsystemsmag.com/ibmi/august09/coverstory/26021pl.aspx

SystemiNetwork - “Performance Data Investigator Consolidates Functions in One Place”, June
2009

http://systeminetwork.com/article/performance-data-investigator-consolidates-functions-
one-place

SystemiNetwork - “IBM Systems Director Navigator for i: Performance Tasks Overview”, June
2009

http://systeminetwork.com/article/ibm-systems-director-navigator-i-performance-tasks-
overview
IBM Systems Magazine, IBMi — “A Command Performance”, Nov 2008
http://www.ibmsystemsmag.com/ibmi/november08/administrator/22426pl.aspx

IBM Systems Magazine, IBM i - “Introducing IBM Systems Director Navigator for i5/0S”, Aug
2008

http://www.ibmsystemsmag.com/ibmi/augustO8/administrator/21503pl.aspx

IBM Systems Magazine, IBM i — “A Collective Effort”, Nov 2006
http://www.ibmsystemsmag.com/ibmi/november06/trends/7201pl.aspx

IBM Systems Magazine, IBM i - “Mission: Performance Management”, Nov 2006
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Articles on Job Watcher

iDoctor versus IBM i 6.1 Performance Tools
http://www.ibmsystemsmag.com/i5/october08/trends/21990pl.aspx

“Web Power”
http://www.ibmsystemsmag.com/i5/november08/administrator/22431pl.aspx

Introduction to Job Watcher Green Screen Commands
http://www.ibmsystemsmag.com/i5/november08/tipstechniques/22521pl.aspx

Top 10 Hidden iDoctor Gems
http://www.ibmsystemsmag.com/ibmi/enewsletterexclusive/23868pl.aspx

Using iDoctor for iSeries Job Watcher to Determine Why Jobs Wait
http://www.ibmsystemsmag.com/ibmi/octoberO5/technicalcorner/8896pl.aspx

63 © 2010 IBM Corporation



IBM Power Systems

Articles on Disk Performance

A New Way to Look at Disk Performance
http://www.ibmsystemsmag.com/i5/may07/administrator/15631pl.aspx

Analyzing Disk Watcher Data
http://www.ibmsystemsmag.com/i5/may08/tipstechniques/20662p1.aspx

Using Wait State Accounting to Determine Disk Performance
http://www.systeminetwork.com/artarchive/20700/index.html

Understanding Disk Performance, Part 2: Disk Operation on i5/0S
http://www.systeminetwork.com/artarchive/20870/

Understanding_Disk Performance Part 2 Disk _Operation_on_i5 OS.ht
ml

Understanding Disk Performance, Part 3: Metrics of Disk Performance
http://systeminetwork.com/article/understanding-disk-performance-metrics

A Look at System i Integrated DASD Configuration and Performance under i5/0S

— e — s o A o~ —~ o~
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65

Back-up

Additional Wait Accounting
Information
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Run/Wait Signature

Typical batch job run/wait signature

Wait

< Elapsed time

Interactive job run/wait signature

Wait

< Elapsed time
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Detailing wait time

Determine the components of time spent waiting

« Elapsed time 4

Disk reads Disk writes Moeane Journal
locks
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Detailing wait time - metrics

Then get metrics related to these components of wait time

Disk reads Disk writes Record Journal
\ Locks
~S 3,523 17,772 355 5,741

—’ 42 sec 73 sec 45 sec 44 sec

Avg timeN\~1" 0.012 sec 0.004 sec 0.126 sec 0.007 sec
per wait

Even at this level, we can already see possible questions to ask:

How many of the reads are page faults? Could memory/pool changes help?
What programs are causing reads? Could they be reduced or made async?
What programs are causing writes? Could they be reduced or made async?
What DB2 files are involved with the record locks?

What files are being journaled? Are journals needed and optimally configured?
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Waits Overview — Collection Services Data

Waits Overview
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Special notices

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these offerings available in
other countries, and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM
offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources. Questions on
the capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give you
any license to these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY
10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or guarantees
either expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be used and the
results that may be achieved. Actual environmental costs and performance characteristics will vary depending on individual client configurations and
conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions worldwide
to qualified commercial and government clients. Rates are based on a client's credit rating, financing terms, offering type, equipment type and
options, and may vary by country. Other restrictions may apply. Rates and offerings are subject to change, extension or withdrawal without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.
All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.
IBM hardware products are manufactured from new parts, or new and seniceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled enMronment. Actual results may vary significantly and are
dependent on many factors including system hardware configuration and software design and configuration. Some measurements quoted in this
document may have been made on dewvelopment-level systems. There is no guarantee these measurements will be the same on generally-available
systems. Some measurements quoted in this document may have been estimated through extrapolation. Users of this document should verify the
applicable data for their specific environment.

Revised September 26, 2006
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Special notices (cont.)

IBM, the IBM logo, ibm.com AIX, AlX (logo), AIX 6 (logo), AS/400, Active Memory, BladeCenter, Blue Gene, CacheFlow, ClusterProven, DB2, ESCON, i5/0S, i5/0S (logo),
IBM Business Partner (logo), IntelliStation, LoadLeweler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartherWorld, PowerPC, pSeries,
Rational, RISC System/6000, RS/6000, THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, Z/OS, zSeries, AIX5L, Chiphopper, Chipkill,
Cloudscape, DB2 Universal Database, DS4000, DS6000, DS8000, EnergyScale, Enterprise Workload Manager, General Purpose File System, , GPFS, HACMP,
HACMP/6000, HASM, IBM Systems Director Active Energy Manager, iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, PowerVM (logo), PowerHA, Power
Architecture, Power Everywhere, Power Family, POWER Hypenvisor, Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software
(logo), POWER2, POWERS3, POWER4, POWER4+, POWERS5, POWER5+, POWERG6, POWER?7, pureScale, System i, System p, System p5, System Storage, System z,
Tivoli Enterprise, TME 10, TurboCore, Workload Partitions Manager and X-Architecture are trademarks or registered trademarks of International Business Machines
Corporation in the United States, other countries, or both. If these and other IBM trademarked terms are marked on their first occurrence in this information with a
trademark symbol (® or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at the time this information was published. Such
trademarks may also be registered or common law trademarks in other countries. Acurrent list of IBMtrademarks is available on the Web at "Copyright and trademark
information” at www.ibm.com/legal/copytrade.shtml

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.
UNIXis a registered trademark of The Open Group in the United States, other countries or both.

Linuxis a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

Intel, ltanium, Pentium are registered trademarks and Xeon is a trademark of Intel Corporation or its subsidiaries in the United States, other countries or both.
AMD Opteron is a trademark of Advanced Micro Devices, Inc.

Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States, other countries or both.

TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are
trademarks of the Standard Performance Evaluation Corp (SPEC).

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

AltiVec is a trademark of Freescale Semiconductor, Inc.

Cell Broadband Engine is a trademark of Sony Computer Entertainment Inc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association.

Other company, product and service names may be trademarks or service marks of others.

Revised February 9, 2010
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