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Where Do | Start When Managing Performance?

Collect System-wide Performance Data

Collection Services
PM for Power Systems

Automated Monitoring — Your First Line of Defense
System i Navigator System Monitors

Guidelines for Setting Monitor Threshold Triggers

IBM System Director Monitors

Monitor Historical Performance Trends
System i Navigator Graph History

PM for Power Systems

IBM Systems Director
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Where Do | Start When Analyzing Performance?

Basic Performance Analysis
Performance Tools System i Navigator Plug-in
Performance Data Investigator

WebSphere Performance Monitor / Advisor

Advanced Performance Analysis
Job Watcher
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Step 1:

Collect System-wide Performance Data
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Collect System-wide Performance Data

Collect Performance Data 24/7

If something goes wrong, you have data that will help analyze the problem, fix it, and
prevent it from happening in the future

If you can’t solve the problem, you have information that makes it easier for IBM
Support to solve the problem faster

To provide a reliable baseline so you can understand the impact that a software,
network, or environmental change had on the performance of your system

To provide historical information that enables you to plan for future growth based
on real trends, not guesses.

Run Collection Services 24/7 with the Standard plus protocol profile
to ensure you have the information you need to:

Solve problems faster and prevent them from happening in the future

Understand the performance impact of changes to your system

Plan for future growth

6 © 2010 IBM Corporation
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What i1s Collection Services?

IBM i function that collects system and job level performance data
Collects data from many system resources including:

Jobs

Disk Units

|IOPs

Buses

Pools
Communication lines

User Interfaces

General
Properties

Categories
and Collection
Profiles

*MGTCOL

Collector Collection

Object

Collects data at regular intervals from 15 seconds to 1 hour

Produces database files used by Performance Tools for i, PM for Power
Systems, Performance Data Investigator and others

Provides the data source for System | Navigator System Monitors

CRTPFRDTA

/""'__‘ T
\._‘_______-_____,./
Performance

Database
‘-.__________/
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@ Customize collection profile

Available categories
eeeeeeeeeeee

Collection Services Data Categories

System Bus

Memory Pool and Pool Tuning
Hardware Configuration
Subsystem

System CPU

System level data

Jobs — Ml tasks and threads
Jobs — Operating System
Disk Storage

|IOP

Local Response Time

SNADS Transaction
TCP/IP Base
TCP/IP Interface
Integrated xSeries Server (IxS)
Extended Adaptive Cache
User-defined Transactions

Domino

HTTP Server (Powered by Apache)
Data Port Services

LPAR

Communication (Base, Station, SAP) WAS

APPN
ARM

SNA

JVM *New in 6.1
Removable Storage *New in 7.1
External Storage *New in 7.1

em Internal Data *New in 7.1

Sys
Each category can be turned on/off a}%dt Interval times can be set

s Individually
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Starting Collection Services with System | Navigator

() System i Navigator

==

< | Ekuun - |

i'iﬂm_
Add a connection

Starts Collection Services.

Stop Performance Collection. ..
Status

Cyde Collection Mow. ..
PM Agent

Graph History

File Edit View Help
. @ [-_EEIE Eﬂ ;:' E‘ 21 minutes old
| Environment: COMMON | Collection Services
+- (% Management Central (L Ll | | Collection Name | Status | Started | Ended | E|#
- i COMMO_N 8] Q031000003 Collecting... 3/22/2010 12:00:04 AM
=N G e omerat (#:Q080000003  Cydled 3/21/2010 12:00:04 AM  3/22/2010 12:00:03 AM c
: % mﬁ?si MPE“ ons . (% Q079000003 Cyded 3/20/2010 12:00:03 AM  3/21/2010 12:00:03 AM z
Bs ':'rﬁ E'”E_gemez ; (% Q078154708 Cydled 3/19/2010 3:47:06 PM 3/20/2010 12:00:03 AM :
ér'sﬂ:;:mc':;unes *| ||Gqovsonooos  cydled 3/19/2010 12:00:04 AM  3/12/2010 3:45:40 FM 5
&7 History Log = (& qo77000003  Cyded 3/18/2010 12:00:04 AM  3/19/2010 12:00:03 AM =
Time Management (#:Q076010002  Cydled 3/17/2010 1:00:03 AM 3/18/2010 12:00:03 AM =
o B barduware (#:Q075134547  Cydled 3/16/2010 1:45:48 PM 3/17/2010 1:00:02 AM c
4[4 Software (#:0Q075000003  Cyded 3/16/2010 1:00:04 AM 3/16/2010 1:45:47 PM =
41 Fixes Inventory (#:Q070000045  Cydled 3/11/2010 1:00:50 AM 3/11/2010 12:46:07 PM c
[Collectig ~— [ Eronsannnaan  eded 1/14/2010 1:30:02 AM 1/14/2010 2:22:31 PM i
2 Explore
Logical A~ ed 1/13/2010 5:43:04 PM 1/14/2010 1:30:02 AM 1
+-{ f Network Ren 1 ed 1/5/2010 4:25:47 PM 1/6/2010 4:51:03 PM z
+- [ Integrated ¢ EFE‘?:? ':'1;_'1’_:"'5_ | [ded 1/6/2010 4:25:47 PM 1/6/2010 4:51:03 PM E
+- g8l Security LstOmIZE TS View ed 11/19/2009 3:53:38 AM  11/19/2009 £:32:19 AM h
+- @™ Users and G| eiart Parformance Ealiecion ed 11/19/2009 3:53:38 AM  11/19/2009 6:32:19 AM M|

W

2cting data for Collection Servii #
irting data for Collection Servic ® ? Help for related tasks
2ction Services status

Performance Tools Tasks

Starting Collection Services will start a job named QYPSPFRCOL in QSYSWRK.
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Selecting General Collection Properties

L

Collection Services Properties -

)
X

Recommend keeping at least
7 days of detailed data in
case

_a-problemoccurs

Check this box if you plan
to use Performance Tools

~

Check bottom 2 boxes if you
plan to use Graph History

A

General | Data to Collect ]

Status:

Location to store collections:
Cyding
* Cyde everyday at

™ Cyde every

Default collection interval for detailed data

" seconds
f* |15 | minutes

Collection retention period
PM Agent status:

-

Detailed data:

" 3 hours
(v ]‘iaj days

" Permanent

Graph data:

[v¥ Create database files during collection
[v¥ Create graph data when collection is cycled

1 3: days

Started

[Qsys.lib/Qpfrdata.lib

| 12:00:00 AM =
| hours

Started

Graph history data:

" 3 manths
(o 13: YESrs

W [ Create graph history data when collection is cyded

10

Cancel

Help
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Selecting Data Categories

“Standard plus protocol” is
recommended.

Use the Custom profile if you
want to change the default
time interval for individual
categories.

Collection Services Properties -

Bx]

General  Data to Collect

—Collection profile to use

iy ]Standard plus protocol

11

Then select the category you
want to change.

™ Custom

Available categories:

_Categary |
Extended Adaptive Cache Simul. ..
PEX Data - Processor Effidency

El

Then adjust the time.

adid
BGE 2-
4

Categories to collect:

Category

System Bus
Storage Pool
Storage Pool Tuning

Hardware Configuration

Subzystem

System CPL
System-Level Data
Job MI

| Frequency
Defaultinterval | |

Default interval
Default interval
Start of cyde
End of cydle

Default interval —

Default interval
Default interval

T
| |

Job OS400 Default interval
SMADS Transaction Default interval
Disk Storage Default interval
IoP Default interval [y |
£ _:_ | [
—Freguency to collect 'System Bus'
s - ] seconds
’V 3 ¥ ] minutes
(= Use default collection interval
QK | Canicel Help
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Creating database files with System | Navigator

@ System i Havigator

BEX]

File Edit View Help

i_
Add a connection

JCollection Services tasks

o

B % [ [._[Eﬁ | ﬁ | qﬁ‘ & |10 minutes old
] Environment: COMMOMN ] Collection Services
+g Management Central e Collection Name | Status | started 1 Ended | Expiration iA'
= COMMON E’-:lﬂﬂ??ﬂ'ﬁ“’““‘ S Tfanmadn dan. g AN [l
= (3 Qo 1] e Delnc s Now 2 19 PM 3/18/2010 12:00:04 AM 3/23/2010 12:00:0-
. ‘% Basic Operations (linoveg) -=Yoe Colection Naw. .. f04AM  3/17/2010 1:28:29 PM 3/22/2010 1:28:29
] % :;ﬂ:g’ﬂfg:g:::gtSEI_mE (hoorsy : 54PM 3/17/2010 12:00:03 AM 3/22/2010 12:00:0 |
R Bl System Vakies (i Qo751 _bapm 3/16/2010 2:51:58 PM 3/21/2010 2:51:58
R reieg (% Qo7sol 07AM  3/16/2010 2:28:12PM 3/21/2010 2:29:12
L L e (% Qo741]- P psPu 3/16/2010 12:00:07 AM 3/21/2010 12:00:0
3 E i Et.gqnm;: ; tipm 3/15/2010 5:27:52PM 3/20/2010 5:27:52
L [T software (% Qo740| 6 AM 3/15/2010 5:05:07 PM 3/20/2010 5:05:07
LD B P Tty (i Qo730!- : - 23 AM 3/15/2010 1:00:05 AM 3/20/2010 1:00:05
. . Collection Services (Fiqo7soq  Properties 38 AM 3/14/2010 3:00:22 AM 3/18/2010 3:00:22
BB Logical Partitions (#30072000005  Cycled 3/13/2010 1:00:06 AM 3/14/2010 1:00:07 AM 3/19/2010 1:00:07
D Metwork (0071141911 Cyded 3/12/2010 3:19:11 PM 3/13/2010 1:00:05 AM 3/18/2010 1:00:05
. @ I Integrated Server Administration (#Qo70000049  Cyded 3/11/2010 1:00:50 AM 3/11/2010 12:46:07 PM 3/12/2010 12:46:0
g Security (F:Bugt Cyded 2/172010 9:22:30 AM 2/17/2010 9:32:19 AM None
. - Users and Groups (F:Bugt Cydled 2/17/2010 9:22:30 AM 2/17/2010 9:32:19 AM None
- Hl ej Databases (%: 0332000003 Cycled 11/28/2009 1:00:03 AM  11/29/2009 1:00:04 AM 12/4/2009 1:00:04
- [#-0F File Systems (#:0331000004  Cycled 11/27/2009 1:00:05 AM  11/28/2009 1:00:03 AM 12/3/2009 1:00:03
. B Badup ($i0323095338  Cyded 11/19/2009 3:53:38 AM  11/19/2009 6:32:19 AM None
3 @ Aptcation Bevelipment (#:Q323095338  Cydled 11/19/2009 3:53:38 AM  11/18/2009 6:32: 19 AM None
i i Bl AFP Manager (fQ3i7085632  Cyded 11/13/2009 4:56:32 AM  11/13/20089 5:30:31 AM Nane A
.- EE.;._ Q315120324  Cyded 11/12/2009 1:03:24PM  11/13/2009 1:00:06 AM 11/18/2008 1:00:01v]
<] [

m: Start collecting data for Collection Services

b &) Performance Tools Tasks

ﬁ Stop collecting data for Collection Services

b Y Help for related tasks
ﬁ Yiew Collection Services status

Creates database files for the selected collections.

You can also create database files with CRTPFRDTA command.

12
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Creating database files with System | Navigator (cont.)

All categories in collection e T %]

are selected by default.

Select th ty ] ith Member to create: |[}1'|3[H]]]]?1

elect the categories with a
. . Path: /Qsys lib/Gmpgdata lib B

mouse click if you want to [T

create a subset of the files. e
Categony i
Domino k|

NG [BM HTTP Server ipowered by Apache)
System Bus
. . Storage Pool
Files will be created for the Storage Pool Tuning ) |
. . Hard Configurati
duration of the entire R ¥
collection. Adjust the time if T
. T — From: 42372007 - 12:00:07 AM o

you want files created for a T — -

shorter duration. To: 4/23/2007 »| | 512:46FM =
Sampling interval

Default configured r~ | seconds

collection interval is V6 [F =] mines

selected. __—

Increase this value If you — — Help

want files created at a less

frequent rate.

13 : ) © 2010 IBM Corporation
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IBM Systems Director Navigator for |
Collection Services Configuration

|IBM Systems Director Navigator for

i5/08"

J. Performance x . Investigate...

Welcome

Tasks
Tasks

~ Performancek
Collectionsz
~ Collectars

Job Watcheri=l

Page 1 of 1

Collection Servicesl

Disk Watcheri=l

 Tota

Active Collection Services Collec
Collection Services Collections

| Cancel

1 Power you

Collection Services Status

Configure Collection Services

Cycle Collection Services
Start Collection Services

Stop Collection Services

Ir planet.

| i5/0S Navigator Tasks

IBM Systems Director Navigator for i5/0S” Welcome

Performance ~ System i Na... =~

R

Configure Collection Services

General Library: |QPFRDATA |
Data to Collect Default collection interval: ¢ |15 = seconds & |g j minutes
Data Retention Cycling

Cycle every day at: [12:00 AM | Example: 12:30 PM
Cycle every: 24 ~-| hours

System options

[+ Create database files during collection
[+ Create performance summary data when collection is cycled

I~ Send PM Agent data to 1BM | view disclaimer

' OK || cancel |
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Commands for Performance Data Collections

STRPFRCOL - Start Performance Collection
ENDPFRCOL - End Performance Collection
CFGPFRCOL - Configure Performance Collection
CHKPFRCOL - Check Performance Collection
CVTPFRCOL - Convert Performance Collection

Added in 6.1:

DLTPFRCOL - Delete Performance Collection
SAVPFRCOL - Save Performance Collection
RSTPFRCOL — Restore Performance Collection

15
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PM for Power Systems

If you don’t want to manage the collection of performance data
yourself, there is another option — PM for Power Systems

By default PM will be active and collect performance data

PM starts Collection Services on Version 5 releases

Beginning with 6.1, Collection Services is started by default without PM starting
it

PM data can be sent to the IBM Workload Estimator

Activating PM does not mean that you have to transmit performance
data to IBM

The data remains on your system unless you explicitly request that it be
sent to IBM

However, there are many good reasons to transmit to IBM even if you don’t
purchase additional PM services

Easy to understand reports that help you manage performance
Trending, information to help you plan for future upgrades 02010 18 Corporation
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Starting Performance Management

& System i Havigator

=)

X

Help

B

File Edit View

b @ [-F{E] pi

| 30 minutes old

il 2dda connection

Starts PM Agent.

Can be started with System i Navigator or the CFGPM400 CL Command

Stop Performance Collection...

11/19/2009 3:53:38 AM

Status
Cyde Collection Mowy. ..
PM Agent b

Graph History

b data for Collection Servii
ki data for Cnllectinn Servic ¥ ‘) Help for related tasks

Start.. " '
Stop...
Status

] Environment: COMMOMN ] Collection Services

+ {B¥ Management Central (-~ ° || | Collection Name | status | Started | Ended ] EA|

=3 E COMMON | || B gos1000003  Collecting..,  3/22/2010 12:00:04 AM |
= B £0080000003  Cyded 3/21/2010 12:00:04 AM  3/22/2010 12:00:03 AM g
'?' % Basic Operations 10073000003 Cycled 3/20/2010 12:00:03 AM  3/21/2010 12:00:03 AM
o % :;‘; D;:;:ES:Z:TSH' * Q078154706 Cyded 3/19/2010 3:47:06 PM  3/20/2010 12:00:03 AM
) Bl svetem Vohies || |Giqo7s000003  Cydled 3/19/2010 12:00:04 AM  3/19/2010 3:45:40 PM
L] iy Log = |(5qo77000003  Cyded 3/18/2010 12:00:04 AM  3/19/2010 12:00:03 AM <
: Time Management] (FoQo7s010002  Cyded 3/17/2010 1:00:03 AM 3/18/2010 12:00:03 AM 25
g g e 210075134547  Cyded 3/16/2010 1:45:48 PM 3/17/2010 1:00:02 AM .
. G-[fh Software ®10075000003  Cycled 3/16/2010 1:00:04 AM 3/16/2010 1:45:47 PM 3
By Fives Inventory (fQo7o000048  Cyded 3/11/2010 1:00:50 AM 3/11/2010 12:46:07 PM
Lo ﬁ s (% ~naannzonn e 1/14/2010 1:30:02 AM 1/14/2010 2:22:31 PM 1
. [ Logical Parti Explore 1/13/2010 5:42:04 PM 1/14/2010 1:30:02 AM 1
L Network Open 1/6/2010 4:25:47 PM 1/6/2010 4:51:03 PM
w P Create Shorteut 1/5/2010 4:25:47 PM 1/6/2010 4:51:03 PM ¢
3 Customize this View g 11/19/2009 3:53:38 AM  11/19/2009 5:32:19 AM r~
i Start Performance Collection... 11/19/2005 &:32:15 AM M|

(2]

Performance Tools Tasks

Transmission of data to IBM requires a Service Agent connection

Complete instructions located at:
http: //publlb boulder.ibm.com/infocenter/systems/scope/i5os/topic/rzahx/rzahxplangrowlpml.htm?tocNode=int_220143

17
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Configuring Performance Management
IBM Systems Director Navigator for i

IBM | Navigator Tasks

O+ SPerformancel
# Collectionslel
- ‘ACollectors
— *®Disk Watcherl
k #* Job Watcherfl
# Collection Servicesk

Active Collection Services Collections
| Close Collection Sew!ces Collections

Collec! = e
w
Configure Collection Services

Start Colrme e
Stop Coll
General Library: QPFRDATA |

Data to Collack Default collection interval: & |15 ~| seconds ¢ |1 +| minutes

Data Retention | Cycling

Cycle every day at: [12:00 AM | Example: 12:30 PM
Cycle every: 24 j hours

System options

[+ Create database files during collection
G n collection is cycled
I~ Send PM Agent data to IBM | view disclaimer

18 Power your planet. oK | cancel
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Step 2:

Monitoring
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Automated Monitoring with System Monitors

20

System Monitors gather and present real-time performance data that helps monitor the
health of your system and identify potential performance problems before they become
serious issues

System Monitors provide multiple levels of performance information

Level 1 — System wide performance metrics such as CPU Utilization, Disk Utilization, etc.
Level 2 — Alist of items that are contributing most to the Level 1 metric

For CPU Utilization, it’s a list of jobs that are consuming the most CPU

For Disk Utilization, it's a list of disk arms that are the busiest

Level 3 — Alist of performance metrics and properties for the Level 2 items

Thresholds can be defined which will trigger an action when a system wide performance
metric exceeds the defined “comfort level”

For example, when CPU Utilization exceeds 80%, send a message to notify the operator

As its name suggests, System Monitors provide powerful capabilities to monitor what is
happening on your system, BUT finding out what caused the problem often requires other
performance analysis tools

© 2010 IBM Corporation
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What Can You Monitor?

21

Over 2 dozen system performance metrics can be monitored

CPU Utilization (Average) Communications |IOP Utilization (Average)
CPU Utilization (Interactive Jobs) Communications IOP Utilization (Maximum)
CPU Utilization (Interactive Feature) Communications Line Utilization (Average)

CPU Utilization Basic (Average) Communications Line Utilization (Maximum)
CPU Utilization (Secondary Workloads) LAN Utilization (Average)

CPU Utilization (Database Capability) LAN Utilization (Maximum)
Interactive Response Time (Average) Machine Pool Faults
Interactive Response Time (Maximum) User Pool Faults (Average)
Transaction Rate (Average) User Pool Faults (Maximum)
Transaction Rate (Interactive) Disk Storage (Average)

Batch Logical Database 1/0 Disk Storage (Maximum)
Disk Arm Utilization (Average)Disk IOP Utilization (Average)

Disk Arm Utilization (Maximum) Disk IOP Utilization (Maximum)

You can monitor one or many performance metrics in each monitor

System Monitors use Collection Services as their data source

Collection Services provides only the data that System Monitors need to graph the metrics
that are included in the monitor

© 2010 IBM Corporation
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Define A Monitor

Select 'New Monitor..." and specify General properties
r@ System i Mavigator E] =

File Edit View Help

=,

e = PP @ X BB GG

Last changed: 3/22/2010 8:22 AM

Central System: ] Monitors: System  Cwner: Al
= (B} Management Central (I " * i.A..; Monitar ] Status | Description 1 Systems and Groups
| E Task Activity | SEm | L
: b ple CPU Monitor Stopped New Monit =
- BB scheduled Tasks | — )&
+ Definitions General ] Metrics ] Actions ] Systems and Groups ] Sharing ]
i_?: . MD”_,!SP?FE_ ; E |l ; MName: | CPU Utilization
= plore |
Fil £x Description: | Example of Average CPU Utilization|
= Open

Create Shortout

= ! Sys

=+ a Extrer Event o

& [@ Systet  Graph History
B g cluste
= H L..CIMMDN

= 1

[ n;_r; Basic Operations

[ | -3 £ |

Add a connection B} Change the central system

@ Configure Management Central
k Create new definitions

W Ao aridnaint sk

Creates a new monitor,

22

QK | Cancel Help
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Define A Monitor

Select 'Metrics to monitor' and press OK to create

Hew Monitor

2k

-,

How often I\

Vertical
axis

Horizontal
axis

23 Powel

General Metrics |.P~c:tinr15 I Systems and Groups I Sharing I

A/I What to monitor

Available metrics: Metrics to monitor:

CPU Utilization (Interactive Jobs) . CPU Utilization (Average)
CPU tilization (Interactive Feature) . <

CPU Utilization (Database Capability) =

CPU Ltilization (Secondary Workloads) Remove <-- |

CPU Utilization Basic (Average)

Interactive Response Time (Average)
Interactive Response Time (Maximum)
Transaction Rate (Average)

Transaction Rate (Interactive)

Batch Logical Database 10 M

CPU Utilization (Average)
General | Threshold 1 | Threshold 2 |

—
—>

Collection interval: I 1 minute |

Maximum graphing value: I 100 = percent
|

Display time: I 5 —1 minutes
=T

oK

Cancel

Help

© 2010 IBM Corporation
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Start A Monitor

Select the monitor, then the start button to select systems/groups

"7 teries Navigator =[]
File Edit View Help
By @ Xy BBy wE e |Last changed: 4/5/2007 2: 18 PM
Central Syste iMnnitars: System  Owner: Al

th-@ Management CentrA(5400b2)
- @ Tl Task Activity
w8 scheduled Tasks
P Definitions
o =B Maonitors
i oA System
File
Job
Message
P i B2E Activity
Lo __g Endpoint Systems
o - System Groups
Lo & Extreme Support
=8 a My Connections
+ [ s400b
= [ s400b2

CD Install additional components

For Help, press F1

1 Description

'Monitors CPLI activity on the system

IEM-supplied sample CPU monitor wi. .,

start 'CPU Average’ s e B

Avallable spsterns and groups:

Selected systems and groups:

E:-]---__! Endpoint Systemns
EI“‘; Stestem Groups
-

SUe's Group

{8 Sue's Group
Aidd

Bemowve

Ok, Cancel Help

© 2010 IBM Corporation
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View A Monitor

Metric data

File Edit Wiew Help

L= D @ X&)

Manikar
o —

i_PLl &vverage

Skatus
Event Log
iaraph History

Start
Skop
Hestart an Falled Systems

Mew Based O, ..
[ielets),

Froperties
4| .

25

I (Dof i
E. Monitor 'CPU Average' -0 x|
Eilz Jobs Mjeow Graphs Heolp
blF @ = 2l
Status: Started  Svstemns ard groups: Sue's Group
CPU Utilization {Average) I =i

100

20
X N
601w %

a0 =-—m

Syem

558 .59

rarapa Line Status

vl Swsteml
Svskemz
ystem3

2

© 2010 IBM Corporation
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View A Monitor

Click on graph point to
see upper right pane

=
b

File Jobs View iGraphs Help

i Monitor 'CPU Average’

Click on object graph in
upper right pane to see
details in lower right

_lof x|

plF|®| = B Ml

Statuz: Started  Swstems afd groups: Sue's Group

CPU Utilization {Averaqg :)

10 20 a0 40 ;|

Property | Walue =
Job name appl
Lzer name Smkowns
Job number 329674
Job type B
Job subtyvpe ﬂ

26
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Setting Threshold

'CPU Average’ Properties

General  Metrics | Actions | Systems and Groups I

Bxailable metrics:

Condition
indicating
problem exists

Condition

) Druraticr:

CPU Utihzation [Interactive Jobsz)

CPU Utilization [Interactive Feature)
CPU Utikzation [0 atabase Capability]
CPU Utihzation [Secondan Y orkloads)
CPL Utilization B asic [Swerage)
Interactive Responze Time [Average]
Interactive Responze Time [baximum)
Tranzaction Rate [bwerage)
Tranzaction Rate [Interactive)

Batch Logical Databaze [0

CPU Utilization [dawerage]
General  Threshold 1 | Thraszhald 2 |
¥ Enable threshold

i etrics to monitar;

Add -

Hemowve <-

I E“:'j' percent busy
I 1 jl irtersals

Trigger: H
Druration:
05400 commatd:

RHeszet

E

ISNDMSG MSG['There iz a problem.) TOLSH ?MTDWNS Frompt... |

2| %

| ?Dj percent busy

05400 command:

s
I 1;| interyals /
ISNDMSE MSG[Problem fized.’) TOUSRSMTOWNS) Prampt... |

indicating

problem resolved

H Cancel | Zpply | Helg

Automation
will send
a message
If condition
occurs

27
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Viewing Thresholds

Threshold Indicators

ﬂ.. Monitor "CPU Average’
e Jghs Wiew Graphs Help

g =10l ]

Prinker Cutput

100.00) on System3 [

Show Properties

28

Job Log .
ork Details
Reply, ., armalize Details
Hold... —
I. T T B | s \v‘hat's This? e
Release 1
S46 547 B:42 540 560 81 552 0 L 0 =
l] ﬂ Aoves
E o e Delete. .. | Yalue | T
Syskem | izraph Line Status Manitar Appl
v Swsbeml Smkowns
SwskemnZ Job numbe Properties 2295?4
Sywstern3 Job type
I:l-l Tk cnikboma j
o

Drill down with Actions

© 2010 IBM Corporation
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Threshold Actions

'CPU Average” Properties

General | Metrics  Actions | Systems and Graups

i — Actionz for all metrics-

Log event: i o
sy Open event log [ -
PC ¥ Open moritor: [ -
client P Sound alarm - =

Ok Cancel Apply Help

29 Power vour planet ©2010 IBM Corporation
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Monitoring with IBM Systems Director

IBM* Systems Director

view: | All tasks

=

Welcome

My Startup Pages
Find a Task

Find a Resgurce

Mavigabe Resources
Automation

Availability

: Irwentnry‘:_

Release Management
Security

Svstermn Configuration

[ System Status and Health

Performance Summary
Health Summary
Monitors

Thresholds

Problems

Active Status

Event Log

SMNMP Broweser

Task Management

Settings

Performance Summary

Select a target from the llst or use Browse to select one or more targets, A target might be a server, virtual server or operating system.

& id.ibm.com bﬂ [Bmwse,..]

Select a monitor view to apply to the selected targets.

[ aii monitors %] ( Browse... )

Processor “ Memory “ Wetwork || Srorage “ File System

Shared Ethernet Adapter

I
| Mirmual Target Device

Shows processor performance summary results

Performance Summary
(iszLlpl3.rchland.|bm.com)

( Select Column Monitors... ]- (.ﬁ.r_'tinns V} Search the table...

Select | Mame s |ostee ¢ | Processors

~ J CPU Computing ...

| Search' ]

# | CPU-Utiizatlon %% &

N e

H Chis brn.com | 1BM |
|
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IBM Systems Director - Event Filters for IBM | Messages

Create Event Filter Wizard ¢2=0
s Wieicome: IBM i Event Type
S Bamg Specify the [BM®E System |™ event types that you want to Include In the fliter,
" Fllter Type
+ Event Type

An IBM | event type represents messages sent by events that occur on an I1BM System | operating system. The filter will look for IBM | event
o IBM | Event Type types that you define on this panel.

Severity and Category Type the library, message queue, and (optionally) the message [D of the 1BM System | event type that you want to include.

Eyant Sender Use the following format: [ibrary/message_gueue.messagelD

Bvent Text Then click Add to add the [BM System | event type to the list.
Thnd Rangs : .
Smmary IBM [.Message Queue. | QSYS/QSYSOPR.CPFLED4

Sefected 1BM | event types:
IBM l.Message Queue. QSYS/QSYSOPR.CPFLEDS

(< Back )( Next > ) Finish ) Cancel }
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IBM Tivoli Monitoring

‘£1System Status, i5 - Microsoft Internet Explorer 'g@ﬁ

File Edit WView Fawvorites Tools Help :'?F

Oma - © (X &) | O sewen Frrwones @ | (371 B - [

i Address |8 http:f,-’sandifer—z.rchland.ibm.com.'1920!,-’,-‘cnpfkdh,"llh,fcnp.html?-lDZIAzREPORT&-SIIII:Il=MGPI—|’YSICAL&-1ZEIDﬁzSYSADMIN&—lDlDSzlEiﬂ Go

Tivoli Enterprise Portal  Welcome S SADMIN Logout

File Edit Wiew Help

H | EEBM e AF @08 ¢4 d 3 aEuwEadEE RS @ T EE A E

<55 Hawigator = M H i1l CPU Percent # 2 M B B = |[all system Address & Aux Storage ... « = [ BH [ =
@ o Wi | Physical !v] E{%
i | ]
=-Bg RCHESPH [
-8 i5/05
[Eky Cornmunications 1] =20
[Eky Configuration
------ [E}; Databasze and Objects 4 o
B} Integrated File Spstem |
B}y Dizk and 140 ol L ==
------ B}y Jobs and Queues =
: Messages and Spool Cdcru Percent [ A Storage Used
= f [ = interactive cPU -S\_,rstem_ASP Farcent Used
"""" B}y Users and Groups |ﬂ 2% shared Frocessars| Ererm address Parcent Used
I@E Physical | = Uncapped CRLU | -Temp Address Percent Usedi
EH swstem Status /:D]Ellflxg
CPL Percent | % Interactive Limit| % Database CPL | Processing Capacity | % Shared Processors | % Uncapped CPU | % Aux Storage Used | System ASP Used | % w2
0.z 0.0 0.0 4.00 | MA A TE.9 TE.Q9310 E
| | E
EE swstem Statistics « T M B O =
Batch Jobs Ended with Output YWaiting | Batch Jobs Ending | Batch dobs Held on Job GQueue | Batch Jobs Held while Running | Batch Jobs on Held Job Queue | Batch Jdo
4239 0 o 0 o
4| | »
ER Auxiliary Storage Pools S 3 MO B O =
Murmber Capaciwj Utilization Percent| Type | Mame | Mumber of Disk Units Status I Protected Capacity | Protected Used Percent | Unprotected Capacity'l Un!
[ 1 435240 76.9 | Basic 15 | VARIED OM | 435240 TE.9 o
4| | >
| ” (3 Hub Time: Mon, 1052772008 03:58 Adiﬁ Server Available ” Systermn Status, 15 - sandifer-Z.rchland.ibm.com - SYSADMIN  “ADMIN MODE™ |
]@ Applet CMWApplet started & Internet
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Monitor Historical Performance Trends

The Graph History function in System i Navigator is an extension of
the System Monitors support

System Monitors allow you to view performance over the last hour

Graph History allows you to view performance data over days, weeks,
or months to identify trends and help plan for future needs

PM for Power Systems needs to be running to view Graph History
data that is older than one week

You do not need to send PM data to IBM to use Graph History but the collection facility on your system
needs to be running

If you send PM data to IBM, you will have access to performance

graphs via the web to help you analyze performance
PM for Power Systems has additional detail not found in Graph History
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Viewing Data Using Graph History

- - - m Graph History E]@
B iSeries Navigator Fle View Help
File  Edit | |
D @ | A Report dates: Custom - From: 4/23/2007 T
Metric: CPU Ltilization {Average) - 12:00:00 AM =
| E nvironiment; by ERnec:tlnns I S l =
: Graph interval: 5 minutes - Ta: 473007 0+
L @ applicAtion Developrment --I Cal . _— - i
H _ Eamum grapning value: 100 : pErCE SDDE,D PM +
- -EE aFP Mayager 01]
EE Sl:l,lstemz B Refresh
rﬂ% Biasic DDE ghions [-_EEJ CPU Utilization (Average) : Rc
[+-Ef Work Manayemenkt
: . 100 -
El%i‘ Zonfiguratio and Service
80 -
----- E- Swskem VAlues
[f]--. Hardware o0
[H---@ Software 40 -
[H r_?] lees I 0 -
== : E![ﬂﬂ'E 12:00 AM 2:20 5:00 AM 7:30 10:00 AM 12:20 3:00 PM 5:00 PM
; L':";”': Open 4/23/2007 4/23/2007
rﬂr] Metwork, Create Shortout < 2|
rﬂ Fl';' Security Customize this View k - =
i ) System Graph Line Status
Start Performance Collection... Re
Stop Performance Collection, .. From: 4/23/2007 12:00:00 AM; To: 4/23/2007 5:00:00 PM
Status
Cyde Collection Now...
PM eServer iSeries L
Performance Tools k
© 2010 IBM Corporation
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Options

m Graph History 8= %]
File View Help

| w2

Report dates: Custom j From: A4/712007 j

Metric: CPU Utiization (Average) 12:00:00 AM =

Graph interval: 5 minutes j To: 4/71/2007 j

Maximum graphing value: 100 ﬁ percent 5-00:00 PM ﬁ

Refresh
|Frnm: /232007 12:00:00 AM; To: 4/23/2007 5:00:00 PM e

|
What to view

3  Power your planet.

Length of time
to view
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Viewing Data

Getting the data using refresh

37

m Graph History Q @

File Wiew Help

»?)
Report dates: I.:,_,St,:,m j From: Im
Metric: |CPU Utilization {Average) | [10000Am =
Graph interval: I 15 minutes j To: Im
Maximum graphing value: Im—ﬂ percent IWM—‘!

| Refresh | I

CPU Utilization (Average) : R

Click Refresh to create the graph based on the information above

| |Frum: 4(23/2007 12:00:00 AM; To: 4/23/2007 5:00:00 FM o
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Layout

m Graph History

SEx)

File Wiew Help

Feport dates:
Metric:

Graph interval:

£

|Custu:um ﬂ From:
|CF‘L| |ttilization (Average) ﬂ
| 5 minutes ﬂ Te:

Maximum graphing value: 100 il percent

47232007 i
12:00:00 AM

472372007
5:00:00 PFM .

Refresh ||

rom: 4/ 23/2007,10:50:00 AM To: 4/23/2007,10:55:... | «

100 -

80 -

&0 -

a0 -

20 -

n_

12:00 AM
4/22 2007

CPU Utilization (Average) : R¢

2:30 5:00 AM 720 10:00 AM 12:30

2:00 PM

5:00 PM
4232007

£

System
R

Graph Line Status

From: 4/23/2007 12:00:00 AM; To: 4/23/2007 5:00:00 PM

Qplzspwt

Qplzspwt

Qplzspwt

Qplzspwt
Qplzspwt
Qplzspwt

QpOzspwt 1

a

Jobk name

Uszer name

Job number

Job type

Job zubtype

Paz=s-thru 2ource job
Paz=-thru target job
Emulation job

iSeriez Acces= application
Tarnet NNM inh

Czda=oinit
Qzys
675433

B

s Y o o [ o )

38
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Viewing Data

Summarized information

CPU Utilization (Average) : R

100 -

a0 - System: R

Value: 4265

80 - me 472372007, 1E' E-I]I 00 AM

40 -

20 -

0 - Set Manitor Colors...
12:00 AM 1:40 00 PR
4/23/2007 Threshaolds. .
What's This? |
i 2
- =

Dynamic Help \ |
Glide over a graph point Zoom (m/out)

More information Slider bar
Right-click on graph data point
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Exporting Data

Export to PC
format

Export to PC File

View Trend Analysis. ..
Systems and Groups

| B, Graph History B[=]%
i File View Help
Mew Graph History Window

Save Entire Window As...
Save Selected Graph As...

Page Setup
Print...

Export...

Close

Save i_i-.;_-l 5 My Documents

ICustu:um j

From:

ICF‘LI |ttilization (Average)
I B minutes j
[100 =] ercent

Ta:

I 4232007 = I

I 4/23/2000 - I

120000 AM =

4:00:00PM -

Refresh

2] x|

0 5:20

10:00 AM 11:40

2:00 PM

2
A
4| | i3
File mame: data Save
Save as type: |ASCH Tab Delimited Text (% txt) ;| Cancel

-~ o ™ - % 1 = = &
40 rowerl yoOur pldilel

et
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Performance Management for Power Systems

Home Solutlens ~

Services ~

Produets ~ Support & downloads ~ My IBEM ~

Welcome [ IBM Sign in ] [ Register ]

Advantages

Hardware

Softwara

Solutions

Support and Services
Community
Resources

Success storles
News

Education

Related links

- Warranties, licenses and
maintenance

- Special offers

- Compare Power Systems
against Sun and HP

- Small business resource
center

« Express Advantage for medium
business

- |BM Redbooks

- Storage solutions

- System |

- System p

- Product accessibility
information

PM for Power Systems

IBM Performance Management for Power Systems

Overview Getting started FAQ Refaerence materisls News

Intro Description Benefits Terms & conditions Contact

Your IBM Power™ Systems model (including the IBM System i@, the [BM System p@ and the new
POWERE™ models) can be one of your company's most valued assets. Butitis an absolute
requirement you understand the utilization and growth of your system to help with making better
plans for reducing cost, improving service and managing risk. Building a dynamic infrastructure
that accommodates the changing demands of your business in a planet becoming smarter is
critical.

Thatis where IBM Performance Management for Power Systems (PM for Power Systems), which
now includes the farmer PM for System i and PM for System p, fits in. Supporting IBM | and the
AIX@ operating systems, this easy to use yet powerful tool easily provides you with critical
information on your system's current and long term utilization trends plus helps provide insight on
where you are headed, what additional capability your system has and what upgrades you might
need for that "next” application. Ongolng interactive access is provided to your historical
performance data so that you can easily 'revisit' your utilization and capacity environment from up
to 24 months prior.

Whether you are interested in server consolidation, visualizing your virtualization capabilities
through the addition of your own new applications or an IBM middleware application like
WebSphere® or Domino® or implementing a multi-partition, multi-05 environment, PM for Power
Systems can be of great assistance in helping you understand the possibilities.

Click here for a whitepaper (FDF, 171KE} on how PM for Power Systems can help you visualize
your system workloads on a new IBM Power System.

PM for Power Systems is available in both 'no additional charge' and ‘nominal charge' options
depending on the level of detail you wish to see on a routine basis. Visit the description and terms
and conditions tabs for more information.

All of this is available with minimal initial set up. After initial set up, the remaining process is
automated, thereby helping relieve you of those tedious and expensive tasks involved with
systems management. After set up, IBM will provide you with secure Internet access to your
graphs.

In summary, PM for Power System's asset management and virtualization capabilities are an easy
step In helping you build a dynamic infrastructure for tomorrow's challenges.

What releases and models are supported?
PM for Power Systems provides support for current releases of IBM i and AIX and the hardware
models they run on until the release goes to the 'End of Program Support' date.

MNote: PM for Power Systems does not support [BM Blades or the [BM Power 575 model.

PM for Power Systems will attempt to process data sent from non-supported releases of IBM | and
AlX 5.1 on an AS-IS basis but no guarantee is implied.

Please refer to the following for a complete list of End of Program Support Dates by operating
system:

= IBM i

We're here to help

Easy ways to get the
-] answers you nead.

Q Chat now

Or call us at
1-866-883-8901
Priority code:
GNBAF15W

PM for Power Systems
reports

=i [0 e (£

— View your online reports

Quick links

%) Using PM to Size a new
Power System (172KB)}

%) PM for Power Systems
brochure [5S0KB)

4 AlX: download the collection
apent 5.0.6.0

= View Readme

MNote: 1BM | users do not need to
download the collection agent

[ Get Adobe® Reader®
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Accessing PM for Power Systems Reports — Sign On

https://pmeserver.rochester.ibom.com/PMiSeriesinternet/comboview/loginPage.jsp

& pMm - Login - Mozilla Firefox: IBM Edition

Fle Edit Wew History

ﬁ IBM Systems Information Center

Products

Performance
Management Login

Related links

- MNews and
Announcements
- Performance
Management for
System i Report
C iptions

- Performance
Management for

rstaem i FAC)

- Performance
Management for
System p Report
C iptions

- Performance
Management for

= PM for System i35
Redbook

Reader®

=+ Get AdobedE

About IBM Privacy

Bookmarks Tools Help

[} P11 - Login =

United States [change]

M=)

Terms of use

My account

Services & solutions Support & downloads

Performance Management Login

Please select user login type,
Then enter Userid and Password:

(O] Customers login with:
* DMNachine Serial
+ Enterprize View ID

[ ] Customers login with:
+ IBM Web ID

[ ] Business Partners login with:
+ IBM Web ID

[ ] IBM Employees login with:
+ Intranst ID
Login ID:
Password: Foreo
Sign in
Mote: PM for System p users sending performance data to IEM: As of
January 1, 2008, all AIX servers must use the PM for System p Collection

Agent (6.0.6.0), available at

ftp://ftp.software.ibm.com/aix/products/pmaix/

Search

Help Text

Please select user
login type then enter
machine serial or
enterprise view id, IBM
wWeb ID, or IBM
Intranet I along with
the password, to view
vour data.

If vou are a customer
and cannot remember
vour password, click
the "Forgot Password”
link.

»'

-

42

© 2010 IBM Corporation



IBM Power Systems

PM for Power Systems Enterprise View

Use Create Enterprise
View to build view of all

Use Add Machine to add systems and partitions that
each system/partition to send data to IBM.
Fad
the list shown here. Server Information of IBMVIEW V4 --
. ﬁ Edit Profile | ﬁ Size Next Upgrade | o Create Enterprise View | _ﬁ Sign OQut
|8 Add Machine | § Remove Machine | [ 52 Delete Enterprise View |
i ] ) R St Lo, okt (0 e e e
@|&| | §| siozernmon 1 IEFERIME 0271372008 01/2008 @ 3432 @ o 768 @ &0.g86 3.35
El | §| s1omernmoo z IEFERIME 0z/12/2008 Hone @ 21 @ o0 7e8 @ &1.07 0.00 |
J__l@ @H. Ii S1024FDBOL 1 vqﬁ IRFS0L 02/08/2004 0172006 @auzz @ 142 2095 @ 5125 0.27 1
El i S10R4FDBOL z IRFS01 02/08/2006 0172006 @37 @ o0ss 2095 @ 50.95 0.11
J_l@ ml fi| §| si0zsarpmoz 1 vqﬁ IRFS02 02/14/2008 01/2008 @®3743 @ 033 1536 @ 56,74 0.48
@IEH\ §| sioreromoz z IRES02 0z/13/2006 oi/zoos @ a0ez @ o1 1536 @ s56.40 0.30
_|_.|@ ﬂ' i S1024FDBO3 1 vqﬁ BETAS400 02/13/2006 01/2006 zz.a0 @ 406 2095 @ s54.11 1577
@ ai:}:: L ' S10A4FDBO3 z BETAS400 02713720086 01/2006 @13z @ o0z 4095 @ 53 86 1.90
L._l@ EH. B| siomernmos 1 vqﬁ DEVAS400 02/11/2008 01/2006 @21 @ o093 z048 @ 57.28 0.13
El | §| siomernmos z DEVAS400 0z/08/2008 Hone @ oo @ oo zoae @ 0.o0 0.00
. . J__l@ @H. Ii S10R4FDROE 1 vqﬁ IRFS03 02/13/2004 0172006 @ @ oz 2095 @ §7.01 0.41
CIICk here for detalled El i S1024FDBOE z IRFS03 02/13/2006 0172006 @azze @ 143 2095 @ 66 12 0.40
performance reports J_l@ ml % §| stozesmioo 1 vqﬂ AS400BRI 02/13/2008 0l/z008 @ sz @® oo 1024 @ 54 83 0.71
for thIS System or @IEH\ 5102 6BTHO0 z BS400ERT 0z/13/2006 oi/zoos @ s fs ® om 1024 @ 54 65 0.71
L _|_.|@ ﬂ' i S1026BTHOL 1 vqﬁ BS400C0L 02/23/2006 01/2006 z6.57 @ 5oa 2048 H Ba_csp 0.38
partltlon @ ai:}:: L ' S102&BTHOL z L5400C0L 02723720086 01/2004 @161 @ 024 2048 H 8364 0.34
L._l@ EH. B| sio0zemmmoz 1 vqﬁ L5400ECT 02/14/2008 01/2006 @i710 @ 501 2048 H 80 68 0.36
& El fi| §| si0zeaTHoz 2 LS400ECT 02/14/2006 01/2006 @i1c4z @ om0 z048 H 80,39 0.34
J__l@ @H. Ii S1026BTHOZ 1 vqﬁ LS400PEN 02/11/2004 01/2008 @327 @ 575 10z & 70037 0.25 vl
=i —N sl = = = a =i
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Viewing PM Reports

IBM/IGF 9406 £30-24DD CPU(s) 1.30 |f.]
IRF501 VSR20MO (S10A4FDBO1) 5]
Disk Capacity in GB 1391
Internal memory in MB 2048
Print | Customize Graph | Usage by the HourfAverage during the period |1@| Submit _
Graph dates: 7122005 - 3/11/2005
Usage By the Hour, Average During the Period
1,365 100
/ "‘\.\ '
1002 e " i
vy 9 / .
§19 : ; 80
E ] N S
546 INRS o] NS _ : Fa0 g
NNEEEE |
273 N : N iT‘S.R\SNSTTYs"‘S-ST J F2o éﬁf
e 5 i N
1] T ] I I%§$$§I T T T |_$|_| T |§|l a
06 07 OF 09 10 It 12 I3 14 15 16 I7 18 19 20 2¢ 22 23 00 O 02 03 04 05
=23 Interactive 1 Systemn [==3 Batch —— Int: Peak Max —— Tot. Peak Max
e [TiteTactive Limit
Facts Avg |;I

«  Power your planet.

L S
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Basic Performance Analysis

When a performance problem occurs you often need to use performance analysis tools to
identify the cause of the problem to correct it

Beginning with 6.1, you now have two choices for basic performance analysis:

The Performance Tools plug-in in System i Navigator

IBM Systems Director Navigator for i — Performance tasks
Manage performance collections
Performance Data Investigator
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Performance Tools plug-in in System | Navigator

a7

The Performance Tools plug-in presents more detail than System
Monitors which provides more capability to analyze the cause of a
performance issue

Graphs are similar to System Monitor graphs
Multiple data views allow you to analyze performance in many ways
Summary statistics provide an overall view of system performance

Drill down to the time interval when a problem occurred and use the power of the GUI to sort performance
data by any available metric

Beginning with 6.1, it is recommended to use the IBM Systems

Director Navigator Performance tasks
Wait data included
Many more charts to look at the data
Can view all charts in table format
Extensive customization capabilities

© 2010 IBM Corporation
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Install Tips

System | Navigator automatically detects if a plug-in is available on the
server. If Performance Tools is on the server, Navigator will ask you if

you want to install the
plug-in on your client

Install the plug in at that time

Or use Selective Setup
later on

6.1 and later — use Windows
add/remove programs

48

€ iSeries Navigator =0 x|
| Fle. Edit Wew Help
Explore 1| 5l & o
J D'mirutes old
Cpen | Itj |

Customize this Yiew  *

| My Connections

Connection to Servers  * |n1ahib)

Mame

| Descripkion

Install Sptions B Lpiabib
Install Plug-ins B rehascon

Print

Pririt Preview B Rrehasiny
Arapetties ﬂ Rehaspfr
Close

My Taske
Add a connection

@ |nstall additional components

Launches Selective Setup

! Add a connection
E Change all of your server passwords
@ Install additional Components

Manage this server,
Manage this server,
Manage this server,
Manage this server,

&) Instal plug-ing
Open iSenes: Mavigaton service tools windae
¥ Help forielated tasks

S
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Starting the Performance Tools Plug-In

@ System i Navigator

BEX

l’T‘i Tretall mlimdine

Displays Collection Services data for this system.

b ‘} Halm far ralatad +aole

File Edit View Help
& Ba B X | 5 & |0 minutes old
Environment: COMMOMN ] Iszllpii:
E{‘-" Configuration and Ser|#| | Name | Description
: E System Values 14 Basic Operations Manage messages, printer output, printers, and jobs,
: ; ;E History Lag @Wnrk Management Manage active jobs, server jobs, job queues, subsystems, and me. .,
i AT g :mz Management Ei’@'CDnﬁguraﬁnn and Service Display system inventory, wark with fixes, and collect performance ...
i + @ Sa;t:are GNetwurk Manage TCP/IP and Internet support.
O !
: ; @] FP Iare e Integrated Server Administra... Administer integrated Windows, Linux and AIX servers
PoT ? I.X-ES diaiiat ML || S 2o oy it - Configure and manage security.
3 Kol
: ‘ Log Explore s Manage i5/05 users and user groups.
: Open .
A ﬁ Netwar g DB2 for i.
) TAte Fed ik Waork with file systems,
- B Integra Customize this View r
{38 Securit Schedule backups of server data.
@@ Users ﬁ Start Perfarmanice Callection, .. lopment Waork with application developrment tools,
[+ % Databd Stop Performance Collection. .. Manage AFF resources, PSF configurations, and font tables,
22 File Sy*?
™ e Status
ERET Backup| -
& @ .ﬁ.pphca. Cyde Collection Maw...
A aFP M '
.z o i a PM Agent v
<] m .
.H e — I Graph H|5t|:|r','
i Add a connectig Performance Tools 1 i Upgrade or service plug-ins
| = Saitics disk status I Change your System i password
L command I“l View system status r
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Viewing Performance Database Members

_%] Performance Data - R E]@
| The fallowing perfarmance data was found. Select an entry to display, convert to the latest release,
or delete the data.

Started Ended Memhber Likrary ] Collection Mame Collection Location ] e Dizplay

% 4723007 12:00:07 Ahd 2113000007 ampgdata 2113000007 Qmpgdata Rch_-]

T—";- 42207 12:00:07 Ak 423707 12:00:00 AM Q112000007 Qmpgdata 2112000007 Qmpgdata Rehd LT

"#jg 4721507 12:00:08 A 4922/07 12:00:00 AM Q111000008 ampgdata 2111000008 Qmpgdata Rch Delete

%j 420007 11:35:01 At 4521007 12:00:08 AWM 2110113501 ampgdata 21101135M Qmpgdata Rch =

’5.-1‘1-: 420007 6:07:09 Ak 4720007 11:35:01 Al Q110060109 Qmpgdata 2110060109 Qmpgdata Fch

H%j 419507 &:01:07 Ak 4720007 6:00:00 AM - Q109060107 ampgdata 2109060107 Qmpgdata Rch

jSj 407 120010 AW 41907 11:45:.00 AM Q109000009 Frm 2109000009 Qmpgdata S10

% 419107 12:00:07 A 41907 1:5417 PM Q109000006 Frm 2109000006 Frr S10

% 4907 12:00:04 AW 41907 10:10:00 AM Q109000003 Fm 2109000003 Qmpgdata SE5

T—";—- 418507 6:01:14 AM 4M 907 6:00:00 AM - Q108060113 ampgdata 2108060113 Qimpgdata Rch

"#jg 4r FI0T 6:01:11 Ak 418507 6:00:00 AW Q107060111 ampgdata 2107060111 Qmpgdata Rch

%j 4M FIOF 12:01:06 A 4018007 12:00:00 AM Q107000105 Frm 2107000104 Qmpgdata Dor

’5.-1‘1-: A BI07 6:07:05 Ak 4N TI07 B:00:00 AWM Q106060105 Qmpgdata Q106060105 Qmpgdata Fch

H%j 41 5507 6:01:08 Ak 4M BT 6:00:00 AWM Q105060106 ampgdata 2105060106 Qmpgdata Rch

jSj 41 4507 6:01:05 Ak 418507 6:00:00 AM - Q1040601045 ampodata 21040601048 Qmpgdata Rch

%‘ 41 3007 6:01:11 Ak 414007 6:00:00 AW Q103080111 ampogdata 103060111 Gmpgdata Rch i

(E_l], AM AT AN T4 4 kA AT Tond 44 nkd CANTA T AN LR TR TR oY 0N (AT Eukat n’]|71"| DR e B Bt Tt l—iﬂ__| Eefresh I
Last updated: 472307 61817 PM Bihan | Help |.,]

Convert
member to

current release

Delete member
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Performance Graphs

= Display Performance Data - Re {Qmbodata/Q105060106) ==
File | Graphs “iew Reports Help

Preferences...

o v Select Al I o To - | Update
Print Cirl+P v

+ End ]

¥ Transaction Count
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Joh Count: 3287  Average response: .38 sec Logical DB MD: 598
Interactive Feature Ltilization: .00 %  Time exceeding Int CRL Threshold: O sec Feadshtirites: 369
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Data Views

) Display Performance Data - Re . (Qmpgdata/Q105060106) =%}
File Graphs Wiew Reports Help
= E @8
i~ Frarm: [ x| Update
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Performance Reports

Select report you want to create

%] Display Performance Data -

{Qmpodata/Q105060106)

SEx

File Graphs View | Reports  Help
@ n? System
i~ Fram; womponelt To:
4 3 {l'- an Y r'\- Fy
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BB Interactive CPU Utilization :JE; g gfz_rcsnra Cluser 136878 Batch 0.0a
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All Jobs View - Sort by Column of Interest
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 EE) Display Performance Data - R {Qmpaodata/Q105060106) ===
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Data Point Detalls - CPU Utilization

) Display Performance Data - R  {Qmpgdata/Q105060106) ==
File Graphs View Repors Help
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Drill-Down To Smaller Time Increments

) Display Performance Data - R
File  Graphs View Reports Help

" (Qmpgdata/Q105060106)
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%Iu&al EBilthinzdinn x| 1| Qe il.u.'||JDh5 | Time period: 10:05:00 AM-11:05:00 A
= : : Al I Liser I Murabier ] Tife I CPU% I
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User Pool Faults and Memory Pool View
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%]. Display Performance Data - R
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| Job Count: 485 Average response: A2 sec Logical DB 1id: 0
Interactive Feature Iitilization: .00 % Time exceeding Int CPL Threshold: 0 sec Readshrites: 736

© 2010 IBM Corporation



IBM Power Systems

Subsystem View at a Single Point In Time

%].. Display Performance Data - R

{Qmpgdata/Q105060106)

File Graphs View Reports Help
=l
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IBM Systems Director Navigator for |
Performance Tasks

Browser-based performance tasks
Manage performance data collections

Graphical user interface for collecting performance data

Graphically view and analyze performance data.
Collection Services

Health Indicators

Job Watcher

Disk Watcher

Performance Explorer
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Investigate Data

IBM Systems Director Navigator for i5/08" Welcome Help | Logout |
| View: |All tasks | | J Performance x
Welcome
® My Startup Pages
E 15/0S Management Performance - FER

System

¥ Basic Operations

Work Management

¥ Configuration and Service

Network

¥ Integrated Server Administration

Security

® users and Groups

Databases

= Journal Management

Performance

¥ File Systems

Internet Configurations
Backup, Recovery and Media Services
High Availability Selutions Manager

¥ Cluster Resource Services

i5/0S Performance tools allows you to collect and investigate performance data on your system.

B Investigate Data

Allows you to investigate previously collected performance data on your system.
B Collections

Allows you to manage the performanc

Bl Investigate Data

Perspectives

| Close |

il

Selection

B- [Performance Explorer
| [Disk Watcher
- [1Job Watcher
fIHealth Indicators
E- CCollection Services
Collection
Collection Library Collection Name
|QPFRDATA ~| |Most Recent |
rﬁisplay ' Search i__hptinns | Close
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Investigate Data — Collection Services

IBM Systems Director Navigator for iS/0S* Welcome Help | Legout -Ml 2
Performance - | Investigate... x | --- Select Action --- B
Investigate Data 77-0
Perspectives Selection
a- CIDisk Watcher CPU Utilization and Waits Overview
‘ E1Job Watcher
o+ ACgllactien-Service
# CPU Utilization and Waits Overview
@ CPU Utitizations aeor T3 Description
— ®Resource Utilization Overview
“lob Statistics Overviews This chart shows CPU utilization and some categories of the more interesting waits for all contributing
- :UM jobs and tasks over time for the selected collections. Use this chart to select a time frame for further
LcPy detailed investigation.

- CIDisk
EPhysical Disk 1/0 CPU Utilization and Waits Overview

- BSynchronous Disk 1/0
Hpage Faults
- MLogical Database 1/0 Perspective bl Edit &l View &l History

815250 Display Transactions . )
- CCollection Services Database Files Collection Time System

Collectio  Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM  Name:

Collectic Library: COMMON2 End: Feb29,2008 12:00:00 AM Release: V6R1IMO
[qQpFrD Type: Collection Services File Based Collection

| Display || close P
. --- Select Action ---

CPU Utilization and Waits Overview
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Collection Manager

IBM Systems Director Navigator for i5/108"
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Performance

Welcome

Investigate... - | Collections :-N

Help

Logout

Refresh
B B [ ® 5 2 ||---sSelectAction--- || Go
Select | Name ~ | Lbrary = Type ~ | Status + | Started ~ | Ended ~ | Size MB_+ |
| Filter | 4 COMMON | Filter | Filter | Filter | Filter | Filter |
»l & CSOBJLOCKCE COMMON Collection Services File Complete Dec 8, 2007 Dec B, 2007 159.816 1]
Based Collection 12:00:03 AM 3:20:00 PM
i @ Cs228229NDE COMMON Collection Services File Complete Feb 28, 2008 Feb 29, 2008 841.359 |
Based Collection 12:00:02 AM 12:00:00 AM
r # Q071123119 COMMON Collection Services File Complete Mar 11, 2008 Mar 11, 2008 90.3046 |
Based Collection 12:31:19 PM 7:30:00 PM
[ = DAWNDW COMMON Disk Watcher File Based Complete Mar 11, 2008 Mar 11, 2008 0.02377 |
Collection 2:02:16 PM 2:32:32 PM
i M = DAWNDWFULL COMMON Disk Watcher File Based Complete Mar 11, 2008 Mar 11, 2008 0.1064 |
I Collection 5:00:45 PM 5:02:00 PM
L = DAWNDWSTAT COMMON Disk Watcher File Based Complete Mar 11, 2008 Jan 1, 2001 7.62939 |
Collection 6:07:39 PM 12:00:00 AM
= = DAWNFULL COMMON Disk Watcher File Based Complete Mar 12, 2008 Mar 12, 2008 0.11625 1
Collection 8:02:48 AM 8:08:36 AM
[ & DAWNIW2 COMMON Job Watcher File Based Complete Mar 12, 2008 Mar 12, 2008 0.54378 |
Collection 8:42:26 AM 9:42:33 AM
r & DAWNIW229 COMMON Job Watcher File Based Complete Feb 29, 2008 Feb 29, 2008 0.55239 |
Collection 12:00:56 PM 1:00:52 PM
[ &" JWOBJLOCKC COMMON Job Watcher File Based Complete Dec 13, 2007 Dec 13, 2007 0.02621 ]
Collection 2:40:08 PM 2:55:21 FM
Page 1 of 1 ' Total: 223 Filtered: 10 Displayed: 10 Selected: 0
,' Close
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Web Performance Advisor / Monitor

s WPA_bmp - Windows Picture and Fax Viewer mE x|

1BM Web Administration for i5/05

ced | Related Links
All Servers | HTTP Servers  Application Servers | ASF Tomcat Sepvers
@ Running @ Sever | WASGISVROT/WASETSVROT - VE1ND |»

* Common Tesks and Wizards Web Performance Advisor
) Creale Yeb Services Sarver
 Create HTTP Server
J Create Applicatien Server & The overall Web performance evaluabion cannot be determinad at this time Seathe system and Web emaronment seclions below for
A Migrate Original to Apache " additional details
2 Creaie YebSphere Porial
1 Create IBM Workpince

w WAS Wizards System Performance Attribute Information
j cl:;:um M:::;b:n () Evaluation for this parition is unknown al s tme, One or more system aftributes cannot be relrieved,
i Create JOBC Provider
j Croats El;:‘_rsmm 5 Host name: lp04uti0rchiand ibm.com  Memory: 1531 GB
1 Deploy IBM Survey Creator System model: 8a0 Disk units: L
- Processor feature: ZAEQ Total disk storage: 11240 GB
w Sepyer Properties
[ Propertics System CPW: BAOD
Dy Senver Tracing
[ Server Ports
I View HTTP Serviers Manage system altributes
= Apphcations
4 Manage insialied Appicetons Wab Environmenl:
. Possible performance improvements may be realized by updating the performance aftributes of the Web and application servers in this
'gﬁ"“"“ m‘:ﬂﬁ Y \Web emaranment fo acceptable values
[ Manage JOBC Providers
e Select | Name Type
~ Web Performance P it it utoltack | S A 3 -
&% Web Performance Monitor C WEBSERVER Apache-HTTRiApache I Improvements possible
& Web Performance Advizor
Manage attributes |
+ Probiem Determination
& View Logs - :
o* View Create Summary | Export performance profile f 1 T | Cancel General settings
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Step 5:

Advanced Performance Analysis
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Advanced Performance Analysis

Advanced and detailed analysis is necessary to fully diagnose some
performance problems

IBM | has sophisticated tools for this purpose

Job Watcher

Disk Watcher

Performance Explorer

Performance Trace Data Visualizer

IDoctor product
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Job Watcher

Job Watcher collects more detailed
performance data than collection

services

Call Stacks

Activation Group information
SQL Statements
Continuous sampling

Allows for deep performance
diagnostics

planet.
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IBM Systems Director Navigator for i5/0S" Welcome Help | Logout -I'I H I
Performance Investi x\ |--- Select Action ---
estigate Data

Perspectives > CPU Utilization and Waits Overview
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Disk Time

| Done | Save
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Disk Watcher

Statistical Overview

Average response times and total I/Os for the entire collection
Good starting point to get an overview of the entire collection

Statistical Detalls
Detailed statistics

Trace

Detailed information
on every I/O operation

Can identify thread/task
associated with the
I/O operation

Can identify program/
procedure doing
the 1/O operation
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nvestigate Data =
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Performance Explorer

Performance Explorer is the most sophisticated IBM | performance tool
Can collect the details of every I/O operation, every task switch
Hundreds of events collected
Thus, most complex to use

Generally used by IBM performance analysis experts

Performance Trace Data Visualizer

Performance Trace Data Visualizer is a graphical tool for analyzer Performance Explorer
profile data

Data displayed in tree and table form

http://www.alphaworks.ibm.com/tech/ptdv
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IBM 1Doctor for |

Product developed by the IBM Rochester Support Center for deep, detailed performance
analysis

Three major components

Job Watcher

Job Watcher

Collection Services Investigator i LR

Disk Watcher ? i
PEX Analyzer i: (_\ i/
Heap Analyzer g1

http://www-912.ibm.com/i_dir/idoctor.nsf
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Web-based Solution

® - 1BM Systems Director Navigator for i5/05 - Mozilla Firefox: IBM Edition ™=
Fle Edit View Hgtory Bookmarks Tooks Help

0 1BM Systems Director... .j |

IBM Systems Director Navigator for i5/08 " Weleome ~ Help | Logour

|| Performance ;\

==

PM for

Collection Services
Power Systems

—— Job Watcher
=, Disk Watcher

WorkLoad
Estimator

_Green Screen
Performance Explorer
Performance Tools Reports
f ] System commands

& Batch Model
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My system is

too slow!
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View Performance Data
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Display Performance Data for This Afternoon
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The following perfarmance data was found, Select an entry to display, convert to the latest
release, or delete the data,

sStarted
= A3000F 1 20000 P
‘f_ 430031 Z2:00:068 A
‘Lm, 4129103 4:03:31 P
‘,_@, Ar29/03 5:03;31 Fid
‘T_m 429703 12:00:04 A
‘T_m Ar29/0312:00:04 A
f_m Ar2TI031Z2:00:09 A
‘L 426031 2:00:00 Fm
‘,_@, Ar26/0312:00:05 AW
T_E AI2E0F1Z200:05 AW
f_a AI26/0312:00:05 A
‘L 51 AI25/03 5:17:56 Phi
= 42503 5:11:56 P
‘-,L—_'-l Ar2a/0312:00:00 Pw
‘L 1 AF2510312:00:05 A
‘-—'—| Ar25/0312:00:04 A

.‘I B R e

_l:-:l

4.I'3IZIID3 1 2 DD e F'M
4730003 1. 2:.00:05 A
430003 12,00:05 A
429103 5:03:30 P

4128103 5:03:30 PM

4728103 1. 2:.00:05 Al
4726103 1 1:59:00 P
4126103 11:59:59 AM
4127103 1200007 AM
4727103 1 2:00:07 A
4726103 1 2:.00:04 A
4726103 1 2:.00:04 A
425103 5:00:00 P

4125103 11:59:59 AM
472510351 1:56 Pl

A Em e 4 A e ek

Member
21 20pm
Q120000005
2113170330
2119170330
21719000003
21719000003
2117000007
z1 1 Bpm
211 6am
2116000004
21 TRO00004
21191711486
211591711586
=21 TApm
21715am
21 1an0oon4

A -—nnn'—\n i

Last updated: AI5/03 10:03:12 AM

Library
Zhlew sk
Lhlewski
Empodata
Zhlewzki
Zhlewezki
Zhleveskiz
Lhlewveski
Zhlewwski
Zhlewzki
Zhleveski
Zhlewski?
Lhlewveski
Zhlewski2
Zhlewski
Zhleweski
Zhleweski

- i

Collection Mame L

izl 201 200049
2120000005
118170330
118170330
2118000003
2118000003
@1 To0oony
1 E000004
11 E000004
2116000004
1 EO00004
2116171156
2118171156
2118000004
2118000004
Q115DDDDD4

]

Close |

Clisplay

o

T
e

Celete...

Fefresh

Help ?

© 2010 IBM Corporation



IBM Power Systems

A View of Response Time - Sorting All Jobs
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File Graphs Wiew FReports Help
FEiliLy
From; = Beginning £ Apr 30, zcltl?:::I To; & End e Jpran, "_'uu'?::l Lpdate |
0500 Fm -2 ECHTEY
== Transaction Response Time Wiew: {41l Johs =l Timeperiod:  12:05:00 PM- 4:35:00 PM
1 & Joh | User | average Resp.. | frransaction Count | GPU%
1 & Qpadewd... Appuser 1.37 407 1 -
|¥ & Qinter Glsys 1.36 2 o
24 iﬁl _.1\ By @ Cpadevld.. Appuser? 1.14 352 0
| ‘;V_ 'y = & Qpadevd... Zhlewski 0.328 400 ]
1 l ’. 1!\ ‘;'1 fﬁ‘ | | @ Qpadevd... Thelen 0.26 1 0
| illll_ \/ 111 i \ !{ ! | Py @& Qpadevd.. Xzvl 364 0.14 5 n
L = = e ; — — —rf] @& Qpadevl... Xzyl 3649 013 5 0
12:05:00F M 1:35:00FM F:05:00FPM 4:35:00F M ® Qpadevl.. Xzyl 369 042 &0 0
e pea—— e @ Qpadevd... Xzyl3E649 0.04 a4 o
Total CPLU LHilization
Hllul @ Cpadevd.. oyl 3649 0oz a2 ]
& Qpadevd... Xzyl3E649 p.oz 1 o
& Qdirsm Qidirs e 0.00 ] G
& Cfint01 .00 ] 1
,r'i & REmtmsa.. 0.0a 0 0
20 \ f\l N A f_;’"m,\u;"x i\ e = 720 ® Esm2_s.. Gejb 0.00 0 0
W F"'\h ¥ 'U | LA & Qypsjsvr CHpssvr 0.00 0 ]
@ Modeag.. Qejbsvr 0.00 0 ]
0 ) | . | ) A @ Modeag... Qejbsur 0.00 ] 0 -~
12:05:00F M 1:35:00F M F:05:00FM 4:35:00F M I ﬂ e e e e A e LLE L _;'I_I
Surmimary - 12:05:00 PM- 4:35:00 P
CPU utilization (nteractive). 319 % Transactions: 1366 Disk % busy: 5.98 %
CPLU utilization (other): 12.78 % Transactions par hour 207 Disk ho: 135.0 per ...
Job Count: 773 Average response: BZ:saec Logical DB i 78
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Zero-in on Poor Response Time

File Graphs Vew Repons Help I
= |

From:

ol 30, 2003

i Heginning

Select period of
highest response time

e 30, 2003 =

Llpciate |

| 20800 FM

I"1 25010 P ﬁ

No corresponding

peak in CPU utilization

&% Transaction Response Time Wiew 211 Jobs =] Time period:  12:06:00 PM - 4:35:00 PM
Joh | User | Average Resp.. | Transaction Count | CPU%
@ Qpadevld... Appuserd 1.37 407 1 [~
@ Cinter Clsys 1.36 2 ]
21 fl i 4 & Qpadewd... Appuser? 1.15 352 0
AR, i i — || ® GpadevD.. Zblewski 0.38 400 a
1 I' VfU LA | A A ® Qpadevd.. Thelen 0.26 1 0
[ \/ ’4‘ ] i 28 W A P ® Qpadevl.. Xzyl369 0.14 5 0
[ === ; = o e 1 & Qpadevd... Hzyl 369 013 ) 0
12:05:00FM 1:35:00F W 3:05:00F i 4:35:00F ® Qpadevl.. Xzyl368 042 £g 0
& Qpadeyd... Xzy1369 0.04 g4 0
& Qpadevd... Hzyl 369 0.0z a2 0
& Qpadevd.. Hzyl369 0.0z 1 0
& Qdirs Qdirsry 0.a0 1] B
& Cfint01 0.oa 0 1
| & Rmitmsa.. 0.00 ] L
Wi ® EsmZ_s.. Qejb 0.00 0 0
& Qypsisyr CHPSsvr 0.00 0 ]
T @ Modeag... Cejhsvr .00 (] o
ol | A & Modeag... Qejbsvr 0.00 1] o
12:05:00FM 1:35:00F W 3:05:00F i 4:35:00F ,:,I 3 ooz o Bl Lot I L _;'rl
Surmimary - 1;30:00 PM - 2:25:00 P
CRU utilization dnteractive). 319 % Transactions: 1366 Disk % husy: 9.98 %
CPLI utilization (other): 12.?8 B Tr aTuted Disk o 135.0 per ...
Job Count: Tra Logical DB [i: 28
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Sort By High Response Time Jobs and Check Disk Graph

File Graphs Wiew Repors Help

= B a2

From: oy Eliafglhniﬁg ¢ |nnkan 2!:II'J_'Iﬁ Tao: & Eng 0 Wpran, :Illr::ﬁ Update |
II 3000 P ﬂ 23007 ﬁ
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T4 ! i 5 © Ginter (R 1.00 1 0
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0 y = + + ; i & Qpadeyd... Hzy1360 .03 4 ]
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0 ] | - - Ky & Dmgr Gejhsyr 0.00 ] o
1:30:00F M ' 1:50:00F w 210:00FP M ﬂ Ll LLZLLE | ol _""I—I
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CRLU utilization (interactive). 414 % Transactions: Correlatlon between perlods 11:82 %
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A View of Disk Activity

File  Graphs “iew Reports Help

B\
From: & Beginning & Japran, 2003 == To: + End ' Per3g, "-'l”J'”::I Lipdate
—I N
i Transaction Response Time EE i e Diisk Linit | ~| Time period: 1:30:00 PM - 2:26:00 P
- I
4 4 b :
Unit Mame | Read RequestsiSec. || Read Amountis.. |IWrrte Reguestsis.. |\
»
& s DoDooz 18.28 37126 1112
! Donog 16.50 3YE.80 10.44
a4 J i 7] DDoo3 16.23 3a1.71 11.29
: e = DDo0G 16.85 350.249 10.59
! LY J - Dono 16.09 35T 62 11.36
! g DoDoos 1627 349.48 13.46
i e 130 :
T . Read amounts 2x higher
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0 : + + + + ] H HH H
1-20-00PM 1-50:00PM 210-00PM |l disk utilization N
Sumimary - 1:30:00 P - 2:25:00 P
CPLU utilization (interactive) 414 % Transactions: aro Disk % busy: 11.82 %
CPU utilization (other): 12.88 % Transactions per hour 369 Digk /0 1622 per ..
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First Place To Go For Performance Tools Info

http://www-03.ibm.com/systems/i/advantages/perfmgmt/

79

Home Solutions ~

Advantages
Hardware resources
Virtualization
Software

Support and services
Resources

News

Related links

+ Power Systems
- Special offers
« Redbooks

- PartnerWorid

« Small business resource

CENLEr

« Express Advantage for
medium business

« IBM Solutions

Services ~ Products — Support & downloads ~ My IEM ~

Welcome [ IBM Sign in | [ Reglster |

TRM Po S TR—— TRM A

Performance Management

on IBM i

Overview

About Performance Tools | Performance Explorer

~+ |Serles Navigator

Performance Management - What Is It?

Performance Management provides the capabilities for customers to
understand and manage the performance of their computing environments.

R R
Real-time Monitoring il et
History/Trends of Performance/Capacity . PM yetem |
Capacity Planning ;
Performance Tuning Controls 4 for |Serles

Performance Problem Isolation
Warkload Balancing
Application

"Design for Performance” Toals

@ 8 8 88888

To support these capabilities, products and tools, data collection facilities,
and instrumentation are required.

Size and complexity of customer computing environments - client/server,
cooperative and distributed applications, distributed data, local and wide area
networks, Web/intranet/internet, third-party and home-grown applications,
heterogeneous computing resources - all place ongoing demands on the
capabilities for understanding and managing performance.

Technologies supporting these capabilities include: GUI, automation, data
base, performance data visualization, correlation (establishing the
relationship among pieces of data that originate from different sources),
decomposition {breaking down a time measurement, e.g. response time, into
its components), and standards.

Resource Library PM for System i

A wealth of reference information —
white papers, articles, the latest tool
documentation, and more.

iDoctor for iSeries

A family of products (including Job
Watcher, PEX Analyzer, and Heap
Analysis Tools for Java) focused on

A tool that can automatically
collect system utilization
information and can produce
regular reports which show the
utilization and growth trends of
your system.

PTDV

assessing the overall health of a system A tool for visualizing performance

by providing automated analysis on a trace data collected by the

variety of performance related data. Performance Explorer (PEX)
component of i5/05 to help

Sizing Resources analyze application performance,

Tools and resources for estimating and including Java applications.

sizing computing resources needed to run

your business. Benchmark Center

Services available in Rochester,
Systems Management MM and Montpellier, France to
Information and solutions for managing assist you with the measurement

© 2010 IBM Corporation
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Performance and Scalability Services

The IBM i Performance and Scalability Services Center can provide facilities and hardware
IN ROCHESTER to assist you in testing hardware or software changes

“Traditional” benchmarks

Release-to-release upgrades

Assess application performance when migrating to a new release of IBM |
Stress test your system

Determine impact of application changes

Proofs of Concept (e.g. HA alternatives; SSD analysis, external storage, etc.)
Evaluate application scalability

Capacity planning

... all with the availability of Lab Services IBM i experts and development personnel

To request any of these services, submit at:

Or email Dawn May at dmmay@us.ibm.com
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Reference Material

IBM Systems Magazine, IBM | - “Sky High Performance “, Aug 2009
http://www.ibmsystemsmag.com/ibmi/augustO09/coverstory/26021pl.aspx

SystemiNetwork - “Performance Data Investigator Consolidates Functions in One Place”, June
2009

http://systeminetwork.convarticle/performance-data-investigator-consolidates-functions-one-place

SystemiNetwork - “IBM Systems Director Navigator for i: Performance Tasks Overview”, June
2009

http://systeminetwork.convarticle/ibm-systems-director-navigator-i-performance-tasks-overview

IBM Systems Magazine, IBM i —“A Command Performance”, Nov 2008

http://www.ibmsystemsmag.com/ibmi/november08/administrator/22426pl.aspx

IBM Systems Magazine, IBM i - “Web Power”, Nov 2008

http://www.ibmsystemsmag.com/ibmi/november08/administrator/22431pl.aspx

IBM System Magainze, IBM i, “An Introduction to Job Watcher Green-Screen Commands”, Nov
2008

http://www.ibmsystemsmag.com/ibmi/novemberQ8/tipstechniques/22521pl.aspx
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Reference Material

IBM Systems Magazine, IBM i - “iDoctor vs. IBM i 6.1 Performance Tools”, Oct 2008
http://www.ibmsystemsmag.com/ibmi/october08/trends/21990pl.aspx

IBM Systems Magazine, IBM i - “Introducing IBM Systems Director Navigator for i5/0S”, Aug

2008
http://www.ibmsystemsmag.com/ibmi/augustO8/administrator/21503pl.aspx

SystemiNetwork - “Understanding Disk Performance Metrics”, March 2008
http://systeminetwork.com/article/understanding-disk-performance-metrics

IBM Systems Magainze, IBM i - “A New Way to Look at Disk Performance”, May 2007
http://www.ibmsystemsmag.com/ibmi/may07/administrator/15631pl.aspx

Redpaper - IBM eServer iSeries Performance Management Tools
http://publib-b.boulder.ibm.com/abstracts/redp4026.htmI?Open

IBM Systems Magazine, IBM i — “A Collective Effort”, Nov 2006
http://www.ibmsystemsmag.com/ibmi/november06/trends/7201pl.aspx

IBM Systems Magazine, IBM i - “Mission: Performance Management”, Nov 2006
http://www.ibmsystemsmag.com/ibmi/november06/features/7129pl.aspx
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Reference Material

SystemiNetwork - “Using Wait State Accounting to Determine Disk Performance”, March 2006
(Pro-VIP content)
http://systeminetwork.com/article/using-wait-state-accounting-determine-disk-performance
SystemiNetwork - “Understanding Disk Performance Part 2: Disk Operation on i5/

OS”, April 2007 (Pro-VIP content)
http://systeminetwork.com/article/understanding-disk-performance-part-2-disk-operation-
150S
IBM Systems Magazine, IBM i — “Performance Tools Can Help Maximize System Performance”,

September 2003
http://www.ibmsystemsmag.com/ibmi/september03/administrator/8548pl.aspx

System i Navigator Web Page
http://www.ibm.com/servers/eserver/iseries/navigator/

Performance Database File Documentation in Information Center
http://publib.boulder.ibm.com/infocenter/iseries/v5ra/topic/rzahx/rzahxperfdatafilesla.htm
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Special notices

This document was developed for IBM offerings ie thnited States as of the date of publication. B not make these offerings available in othentges, and the
information is subject to change without noticen®olt your local IBM business contact for inforroation the IBM offerings available in your area.

Information in this document concerning non-IBM guets was obtained fromthe suppliers of theseymtsdor other public sources. Questions on theluiiies of non-
IBM products should be addressed to the suppligisose products.

IBM may have patents or pending patent applicatmmneering subject matter in this document. Thaifhing of this document does not give you anynkmto these
patents. Send license inquires, in writing, to IBivector of Licensing, IBM Corporation, New Casfléve, Armonk, NY 10504-1785 USA.

All statements regarding IBM future direction antent are subject to change or withdrawal withaattae, and represent goals and objectives only.

The information contained in this document hashesn submitted to any formal IBM test and is predidAS IS" with no warranties or guarantees eith@ressed or
implied.

All examples cited or described in this documertm@esented as illustrations of the manner inkve@me IBM products can be used and the resultsrénabe achieved.
Actual environmental costs and performance chatiatits will vary depending on individual clientmfigurations and conditions.

IBM Global Financing offerings are provided throul@v Credit Corporation in the United States andestIBM subsidiaries and divisions worldwide to tifieal commercial
and government clients. Rates are based on d'sl@edit rating, financing terms, offering tyeguipment type and options, and may vary by cour®ther restrictions may
apply. Rates and offerings are subject to chaggension or withdrawal without notice.

IBM is not responsible for printing errors in tliecument that result in pricing or information inacacies.
All prices shown are IBM's United States suggedis@grices and are subject to change without eotieseller prices may vary.
IBM hardware products are manufactured from newspar new and serviceable used parts. Regardlas syarranty terms apply.

Any performance data contained in this documentdedermined in a controlled environment. Actualiles may vary significantly and are dependent anynfactors
including system hardware configuration and sofenesign and configuration. Some measurementeduothis document may have been made on deveiddewel
systems. There is no guarantee these measurewitbtsthe same on generally-available systen@mmesmeasurements quoted in this document may reere dstimated
through extrapolation. Users of this document ddhearify the applicable data for their specifioc/#gonment.

Revised September 26, 2006

84 © 2010 IBM Corporation



IBM Power Systems

Special notices (cont.)

IBM, the IBM logo, ibm.com AlX, AIX (logo), AlX 6 [ogo), AS/400, Active Memory, BladeCenter, Blue @eBacheFlow, ClusterProven, DB2, ESCON, i5/08 $(logo), IBM Business Partner (logo),
IntelliStation, LoadLeveler, Lotus, Lotus Notes,tl®, Operating System/400, OS/400, PartnerLinkneanorld, PowerPC, p Series, Rational, RISC Sys€ieat), RS/6000, THINK, Tivoli, Tivoli (logo),
Tivoli Management Environment, WebSphere, xSeréSS, zSeries, AIX 5L, Chiphopper, Chipkill, Cloedpe, DB2 Universal Database, DS4000, DS6000, D580@ergy Scale, Enterprise Workload
Manager, General Purpose File System, , GPFS, HAGMEMP/6000, HASM, IBM Systems Director Active Egg M anager, iSeries, Micro-Partitioning, POWERWRoExecutive, PowerVM,
PowerVM (logo), PowerHA, Power Architecture, Poveserywhere, Power Family, POWER Hypervisor, PoSstems, Power Systems (logo), Power Systems Seft®awer Systems Software
(logo), POWER2, POWERS3, POWER4, POWER4+, POWERSMER5+, POWERG6, POWER?7, pureScale, System i, SypteBystem p5, System Storage, System z, Tivolirgnise, TME 10,
TurboCore, Workload Partitions Manager and X-Aretiitire are trademarks or registered trademarksteifriational Business Machines Corporation in thiééd States, other countries, or both. If these
and other IBM trademarked terms are marked on fingiroccurrence in this information with a tradesymbol (® or ™), these symbols indicate U.§istered or common law trademarks owned by
IBM at the time this information was published. Biademarks may also be registered or commonrtaseinarks in other countries. A current list of IBMdemarks is available on the Web at "Copyright
and trademark information" at www.ibm.com/legal/gbrade.shtml

The Power Architecture and Power.org wordmarksthed®ower and Power.org logos and related markisademarks and service marks licensed by Power.org
UNIX is a registered trademark of The Open GrouthsUnited States, other countries or both.

Linuxis a registered trademark of Linus Torvaldshie United States, other countries or both.

Microsoft, Windows and the Windows logo are registiesrademarks of Microsoft Corporation in the \@ditStates, other countries or both.

Intel, Itanium, Pentium are registered trademaridsXéeon is a trademark of Intel Corporation orsitbsidiaries in the United States, other countiidsoth.

AMD Opteron is a trademark of Advanced Micro Desicinc.

Java and all Java-based trademarks and logosadentarks of Sun Microsystems, Inc. in the Unitedet, other countries or both.

TPC-C and TPC-H are trademarks of the Transact&foRnance Processing Council (TPPC).

SPECint, SPECfp, SPECjbb, SPECweb, SPECjApp SesPetC OMP, SPECviewperf, SPECapc, SPEChpc, SPESRECMmail, SPECimap and SPECsfs are trademark® &témdard Performance
Evaluation Corp (SPEC).

NetBench is a registered trademark of Ziff Davisdidén the United States, other countries or both.

AltiVec is a trademark of Freescale Semicondudtar,

Cell Broadband Engine is a trademark of Sony CompEhtertainment Inc.

InfiniBand, InfiniBand Trade Association and théiniBand design marks are trademarks and/or sera@és of the InfiniBand Trade Association.

Other company, product and service names may terharks or service marks of others.

Revised February 9, 2010
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Monitor Threshold Guidelines — Average CPU

CPU Utilization (Average)

A system running at high CPU utilization may
not be a problem

High CPU when transaction rates are high and
response time is low usually means there are
no bottlenecks

Need to look at historical performance data to
identify CPU utilization when system was
running well

System i Navigator Graph History
PM System i Report 650 (CPU Usage / Hour)

Set threshold 5-10% above peak historical
data

Might need different thresholds depending on
time of day

Might need to adjust thresholds after new
release upgrade or hardware upgrade

87
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Monitor Threshold Guidelines — Interactive Feature Utilization

CPU Utilization (Interactive Feature)

If you have an Enterprise Edition system with 100% Interactive CPW, you don’t need to
monitor the Interactive Feature CPU

If you have limited 5250 Interactive CPW

Understand the percentage of the system you have available for interactive usage
Can find it at the top of the Performance Tools System Report (PRTSYSRPT)

Or DSPSYSVAL QPRCFEAT and look up Interactive CPW rating for your feature in Performance Capabilities
Reference Manual at http:/mww.ibm.com/eserver/iseries/perfmgmt/resource.html

Set the first threshold at around 75% of the Interactive CPW Capacity
If Interactive Threshold is 20% of the system/patrtition, set the threshold at 15% (75% of 20%)
Set the second threshold at around 90% of the Interactive CPW Capacity

File . . . .. : [PPT3YSR Page/Line 1/1

Control . . . . . Columns 1- 138
Eind"5 oo i s
System Report 603505 16:41:5
Warkl aad Page 00O
System Performance Report
Hember . . . o QEE4_SHIN ModelsSerial . @ SEO/10-GBADED Main storage . . @ 8376.0 MB Started . . . . @ B3/05/05 13:13:3
Library . . = PFEDATA Syztem name . . - SESZEBZ epeitfi/NELEaze o 3.0 Stopped . . . . ¢ 03705705 14:15:0
Partition ID o BOZ Festure Code . : T457-8955 nt Threshold . 100,00
Yirtual Processors: 1 Proceszor Units @ 1.0
QPFRAD , . . 2 B QOYNPTYSCD , o - 1 QOYNPTYADS . . . ¢ 1
Interactive Workload
Joh Humber Average Logical DB -------- Prlrtep —-===imn Communications HRT
Tupe Tranzact ionz Rezponze 170 Count Lines Pages 170 Count Hax Time
Paz=Thru 3,204 7.50 45,273,667 &899 169 f
Total 3,204 46,273,667 d,a99 169 f
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Monitor Threshold Guidelines — Average Interactive Response Time

Interactive Response Time (Average)
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Some organizations have service level
agreements that promise or guarantee a
certain level of response time

If you are required to meet a service level
agreement (SLA)

Set the first threshold to around 80-90% of the
required agreement (warning)

Set the second threshold to around 90-100% of
the required agreement (danger)

If not required to meet SLA

Look at historical performance data to identify
response time on a day when system was
performing poorly (your users were not happy)

System i Navigator Graph History

PM for Power Systems Report 250 (Response Time By
Hour)

Set threshold below peak response time on the
bad day

50-75% of bad day is good place to start

Might need different thresholds depending on time
of day

Batch work might have longer response times
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Monitor Threshold Guidelines — Disk Arm Utilization
Disk Arm Utilization (Average)
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Disk Arm Utilization Threshold is based on the storage controllers used on your
system

Current storage controllers can typically handle 30%+ arm utilization without
degrading system performance

Set first threshold at 20-27% (warning)

Set second threshold at 27-32% (danger)

Can vary considerably depending on the application and the data access
patterns of the application

System: SESZ20D

System: SESZED

CMB@l . 2é44 Operational Combined function IO o

- pcol 5709 Operational Storage Controller Resource Tupe-model tatus =
_ CMBOZ 2ZBBC  Operational Combined function IO o  DCO3 S703-001 Operational Storage Controller
_ DCez BERZ2 Operational Storage Controller = DPHOOL 4326-072  Operational Disk Unit
_  CMBo4 2844 Operational Storage Controller - DOo1E 4326-070  Operational Disk Unit
9 DCE3 5703 Operational Storage Controller = DDO15 4326-074 Dperat}onal D?Sk U”}t
- D19 4326=-074 Operational Disk Unit
- D 28B9-001 Operational Device Serwvices
- Loaog 4326-074 Operational Disk Unit
- D11 4326-074 Operational Disk Unit
- Dol 3 4326-070 Operational Disk Unit
- Dhol4 4326-=070 Operational Digk Unit
- poo18 4326-074 Operational Disk Unit
- DAy 4326=-074 Operational Disk Unit
- D3 28B9-001 Operational Device Serwvices
- Loo1e 4326-074 Operational Disk Unit
- Dol 2 4326-074 Operational Disk Unit
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Monitor Threshold Guidelines — User Pool Faults

User Pool Faults (Average)

From an overall system or partition perspective, the best known guideline for pool faults is
100 per second x Processor Units x CPU Utilization%
Example: Guideline for a partition that has 1.5 processor units and typically runs at 50%
utilized would be:

100 x 1.5 x 50% = 75 faults per second per user pool

When a system is partitioned, remember it is the number of processor units allocated to
the partition that matters, not the number of physical processors

Can find Processor Units at the top of Performance Tools System Report (PRTSYSRPT)

A system with page faulting higher than the guideline does not indicate a performance
problem, but faulting may be a contributing factor to poor response times. Detailed
analysis is needed to determine an exact cause of high response times
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Monitor Threshold Guidelines — Maximum Disk Storage
Disk Storage (Maximum)

Not much to consider when setting the Disk Storage threshold
Recommend using Maximum instead of Average

Set first threshold at around 75-85% (warning)
Leave room for temporary storage needed by the system and applications

Set second threshold at 85-92% (danger)
Remember that using up the entire System ASP will cause the system to CRASH!
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