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Where Do I Start When Managing Performance?

Collect System-wide Performance Data
Collection Services

PM for Power Systems

Automated Monitoring – Your First Line of Defense 
System i Navigator System Monitors

Guidelines for Setting Monitor Threshold Triggers

IBM System Director Monitors

Monitor Historical Performance Trends
System i Navigator Graph History

PM for Power Systems

IBM Systems Director
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Where Do I Start When Analyzing Performance?

Basic Performance Analysis
Performance Tools System i Navigator Plug-in

Performance Data Investigator

WebSphere Performance Monitor / Advisor

Advanced Performance Analysis
Job Watcher

Disk Watcher

Performance Trace Data Visualizer

iDoctor suite
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Step 1:

Collect System-wide Performance Data
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Collect System-wide Performance Data

Collect Performance Data 24/7
If something goes wrong, you have data that will help analyze the problem, fix it, and 
prevent it from happening in the future

If you can’t solve the problem, you have information that makes it easier for IBM 
Support to solve the problem faster

To provide a reliable baseline so you can understand the impact that a software, 
network, or environmental change had on the performance of your system  

To provide historical information that enables you to plan for future growth based 
on real trends, not guesses.

Run Collection Services 24/7 with the Standard plus protocol profile 
to ensure you have the information you need to:
Solve problems faster and prevent them from happening in the future

Understand the performance impact of changes to your system

Plan for future growth 
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What is Collection Services?

IBM i function that collects system and job level performance data

Collects data from many system resources including:
Jobs

Disk Units

IOPs

Buses

Pools

Communication lines

Collects data at regular intervals from 15 seconds to 1 hour

Produces database files used by Performance Tools for i, PM for Power 
Systems, Performance Data Investigator and others

Provides the data source for System i Navigator System Monitors
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Each category can be turned on/off and interval times can be set 
individually

Collection Services Data Categories

System Bus
Memory Pool and Pool Tuning
Hardware Configuration
Subsystem
System CPU
System level data
Jobs – MI tasks and threads
Jobs – Operating System
Disk Storage
IOP
Local Response Time
Communication (Base, Station, SAP)
APPN
ARM

SNA

SNADS Transaction

TCP/IP Base

TCP/IP Interface

Integrated xSeries Server (IxS)

Extended Adaptive Cache

User-defined Transactions 

Domino  

HTTP Server (Powered by Apache)    

Data Port Services  

LPAR

WAS

JVM   *New in 6.1
Removable Storage  *New in 7.1
External Storage  *New in 7.1
System Internal Data   *New in 7.1
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Starting Collection Services with System i Navigator

Starting Collection Services will start a job named QYPSPFRCOL in QSYSWRK.
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Selecting General Collection Properties

Check this box if you plan
to use Performance Tools

Recommend keeping at least
7 days of detailed data in 
case
a problem occurs.

Check bottom 2 boxes if you
plan to use Graph History
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“Standard plus protocol” is 
recommended.
Use the Custom profile if you 
want to change the default 
time interval for individual 
categories.

Then select the category you 
want to change.

Then adjust the time.

Selecting Data Categories
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Creating database files with System i Navigator

You can also create database files with CRTPFRDTA command.
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All categories in collection
are selected by default.
Select the categories with a
mouse click if you want to  
create a subset of the files. 

Default configured 
collection interval is 
selected.  
Increase this value if you 
want files created at a less 
frequent rate. 

Files will be created for the
duration of the entire 
collection.  Adjust the time if 
you want files created for a 
shorter duration. 

Creating database files with System i Navigator (cont.)
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IBM Systems Director Navigator for i
Collection Services Configuration
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Commands for Performance Data Collections

STRPFRCOL - Start Performance Collection

ENDPFRCOL - End Performance Collection

CFGPFRCOL - Configure Performance Collection

CHKPFRCOL - Check Performance Collection

CVTPFRCOL – Convert Performance Collection

Added in 6.1:
DLTPFRCOL – Delete Performance Collection

SAVPFRCOL – Save Performance Collection

RSTPFRCOL – Restore Performance Collection
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PM for Power Systems

If you don’t want to manage the collection of performance data 
yourself, there is another option – PM for Power Systems

By default PM will be active and collect performance data
PM starts Collection Services on Version 5 releases
Beginning with 6.1, Collection Services is started by default without PM starting 
it

PM data can be sent to the IBM Workload Estimator

Activating PM does not mean that you have to transmit performance 
data to IBM
The data remains on your system unless you explicitly request that it be 
sent to IBM
However, there are many good reasons to transmit to IBM even if you don’t 
purchase additional PM services 
Easy to understand reports that help you manage performance

Trending information to help you plan for future upgrades 
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Starting Performance Management

Can be started with System i Navigator or the CFGPM400 CL Command
Transmission of data to IBM requires a Service Agent connection
Complete instructions located at: 
http://publib.boulder.ibm.com/infocenter/systems/scope/i5os/topic/rzahx/rzahxplangrow1pm1.htm?tocNode=int_220143
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Configuring Performance Management
IBM Systems Director Navigator for i
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Step 2:

Monitoring
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Automated Monitoring with System Monitors
System Monitors gather and present real-time performance data that helps monitor the 
health of your system and identify potential performance problems before they become 
serious issues

System Monitors provide multiple levels of performance information
Level 1 – System wide performance metrics such as CPU Utilization, Disk Utilization, etc.
Level 2 – A list of items that are contributing most to the Level 1 metric
For CPU Utilization, it’s a list of jobs that are consuming the most CPU
For Disk Utilization, it’s a list of disk arms that are the busiest
Level 3 – A list of performance metrics and properties for the Level 2 items

Thresholds can be defined which will trigger an action when a system wide performance 
metric exceeds the defined “comfort level”
For example, when CPU Utilization exceeds 80%, send a message to notify the operator

As its name suggests, System Monitors provide powerful capabilities to monitor what is 
happening on your system, BUT finding out what caused the problem often requires other 
performance analysis tools



© 2010 IBM Corporation

IBM Power Systems

21

What Can You Monitor?

Over 2 dozen system performance metrics can be monitored
CPU Utilization (Average) Communications IOP Utilization (Average)
CPU Utilization (Interactive Jobs) Communications IOP Utilization (Maximum)
CPU Utilization (Interactive Feature) Communications Line Utilization (Average)
CPU Utilization Basic (Average) Communications Line Utilization (Maximum)
CPU Utilization (Secondary Workloads) LAN Utilization (Average)
CPU Utilization (Database Capability) LAN Utilization (Maximum)
Interactive Response Time (Average) Machine Pool Faults
Interactive Response Time (Maximum) User Pool Faults (Average)
Transaction Rate (Average) User Pool Faults (Maximum)
Transaction Rate (Interactive) Disk Storage (Average)
Batch Logical Database I/O Disk Storage (Maximum)
Disk Arm Utilization (Average)Disk IOP Utilization (Average)
Disk Arm Utilization (Maximum) Disk IOP Utilization (Maximum)

You can monitor one or many performance metrics in each monitor

System Monitors use Collection Services as their data source 
Collection Services provides only the data that System Monitors need to graph the metrics 
that are included in the monitor
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Select 'New Monitor...' and specify General properties

Define A Monitor
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Select 'Metrics to monitor' and press OK to create

Define A Monitor

What to monitor

How often

Vertical
axis

Horizontal
axis
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Select the monitor, then the start button to select systems/groups

Start A Monitor
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Metric data

View A Monitor
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View A Monitor

Click on graph point to 
see upper right pane

Click on object graph in 
upper right pane to see 

details in lower right
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Setting Threshold

Automation 
will send 

a message
if condition

occurs

Condition
indicating 

problem exists

Condition
indicating 

problem resolved
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Drill down with Actions

Threshold Indicators

Viewing Thresholds
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Threshold Actions

i

PC
client
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Monitoring with IBM Systems Director
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IBM Systems Director - Event Filters for IBM i Messages
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IBM Tivoli Monitoring
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Step 3:

Monitor Historical Performance Trends
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Monitor Historical Performance Trends

The Graph History function in System i Navigator is an extension of 
the System Monitors support

System Monitors allow you to view performance over the last hour

Graph History allows you to view performance data over days, weeks, 
or months to identify trends and help plan for future needs

PM for Power Systems needs to be running to view Graph History 
data that is older than one week
You do not need to send PM data to IBM to use Graph History but the collection facility on your system 
needs to be running

If you send PM data to IBM, you will have access to performance 
graphs via the web to help you analyze performance 
PM for Power Systems has additional detail not found in Graph History
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Viewing Data Using Graph History
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What to view
Length of time 

to view

Options
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Getting the data using refresh

Viewing Data
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Layout
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Dynamic Help
Glide over a graph point

More information
Right-click on graph data point

Zoom (in/out)
Slider bar

Summarized information

Viewing Data
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Export to PC 
format

Exporting Data
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Performance Management for Power Systems

http://www-03.ibm.com/systems/power/support/pm/index.html
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Accessing PM for Power Systems Reports – Sign On

https://pmeserver.rochester.ibm.com/PMiSeriesInternet/comboview/loginPage.jsp



© 2010 IBM Corporation

IBM Power Systems

43

PM for Power Systems Enterprise View 

Click here for detailed
performance reports 
for this system or 
partition

Use Add Machine to add 
each system/partition to
the list shown here. 

Use Create Enterprise 
View to build view of all 
systems and partitions that 
send data to IBM.
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Viewing PM Reports
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Step 4:

Basic Performance Analysis
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Basic Performance Analysis

When a performance problem occurs you often need to use performance analysis tools to 
identify the cause of the problem to correct it

Beginning with 6.1, you now have two choices for basic performance analysis:

The Performance Tools plug-in in System i Navigator

IBM Systems Director Navigator for i – Performance tasks

Manage performance collections

Performance Data Investigator 
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Performance Tools plug-in in System i Navigator

The Performance Tools plug-in presents more detail than System 
Monitors which provides more capability to analyze the cause of a 
performance issue
Graphs are similar to System Monitor graphs

Multiple data views allow you to analyze performance in many ways

Summary statistics provide an overall view of system performance

Drill down to the time interval when a problem occurred and use the power of the GUI to sort performance 
data by any available metric 

Beginning with 6.1, it is recommended to use the IBM Systems 
Director Navigator Performance tasks

Wait data included

Many more charts to look at the data

Can view all charts in table format

Extensive customization capabilities
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Install Tips

System i Navigator automatically detects if a plug-in is available on the 
server.  If Performance Tools is on the server, Navigator will ask you if 
you want to install the
plug-in on your client
Install the plug in at that time 

Or use Selective Setup
later on 

6.1 and later – use Windows 
add/remove programs
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Starting the Performance Tools Plug-In
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Viewing Performance Database Members

Display data

Convert 
member to 

current release

Delete member
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Performance Graphs
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Data Views
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Performance Reports Select report you want to create
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All Jobs View - Sort by Column of Interest

Click on column to sort

Summary stats for entire collection
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Data Point Details - CPU Utilization
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Summary stats recalculated for this time 
period

Graphs redrawn for this time 
period Job stats recalculated for 

this time period 

New time selected

Drill-Down To Smaller Time Increments
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User Pool Faults and Memory Pool View
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Subsystem View at a Single Point In Time
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IBM Systems Director Navigator for i
Performance Tasks

Browser-based performance tasks 
Manage performance data collections

Graphical user interface for collecting performance data

Graphically view and analyze performance data.
Collection Services

Health Indicators

Job Watcher

Disk Watcher

Performance Explorer
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Investigate Data 
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Investigate Data – Collection Services
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Collection Manager
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Web Performance Advisor / Monitor
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Step 5:

Advanced Performance Analysis
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Advanced Performance Analysis

Advanced and detailed analysis is necessary to fully diagnose some 
performance problems

IBM i has sophisticated tools for this purpose

Job Watcher

Disk Watcher

Performance Explorer

Performance Trace Data Visualizer

iDoctor product
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Job Watcher

Job Watcher collects more detailed 
performance data than collection 
services
Call Stacks
Activation Group information
SQL Statements
Continuous sampling

Allows for deep performance 
diagnostics
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Disk Watcher

Statistical Overview
Average response times and total I/Os for the entire collection
Good starting point to get an overview of the entire collection

Statistical Details
Detailed statistics

Trace
Detailed information
on every I/O operation
Can identify thread/task
associated with the 
I/O operation
Can identify program/
procedure doing
the I/O operation 
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Performance Explorer

Performance Trace Data Visualizer is a graphical tool for analyzer Performance Explorer 
profile data

Data displayed in tree and table form

http://www.alphaworks.ibm.com/tech/ptdv

Performance Trace Data Visualizer

Performance Explorer is the most sophisticated IBM I performance tool
Can collect the details of every I/O operation, every task switch

Hundreds of events collected

Thus, most complex to use

Generally used by IBM performance analysis experts
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IBM iDoctor for i

Product developed by the IBM Rochester Support Center for deep, detailed performance 
analysis

Three major components
Job Watcher

Job Watcher

Collection Services Investigator

Disk Watcher

PEX Analyzer

Heap Analyzer

http://www-912.ibm.com/i_dir/idoctor.nsf
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Collection
Services

Green Screen
Performance Explorer
Performance Tools Reports
System commands
Batch Model

Performance 
Explorer

Job Watcher
Collector

Disk Watcher
Collector

IBM Systems Director Navigator for i

Web-based Solution

WorkLoad
Estimator

PM for 
Power Systems

Collection Services
Job Watcher 
Disk Watcher
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A Redbooks publication!

http://www.redbooks.ibm.com/redbooks/pdfs/sg247808.pdf
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My system is 
too slow!

A Real-World Scenario
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View Performance Data
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Display Performance Data for This Afternoon
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A View of Response Time - Sorting All Jobs
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Zero-in on Poor Response Time

Select period of
highest response time

 

No corresponding 
peak in CPU utilization
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Sort By High Response Time Jobs and Check Disk Graph

Correlation between periods
of high response time and

periods of high disk utilization
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A View of Disk Activity

 

Read amounts 2x higher 
than in periods of low

disk utilization
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 http://www-03.ibm.com/systems/i/advantages/perfmgmt/

First Place To Go For Performance Tools Info
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Performance and Scalability Services

The IBM i Performance and Scalability Services Center can provide facilities and hardware 
IN ROCHESTER to assist you in testing hardware or software changes

“Traditional” benchmarks

Release-to-release upgrades

Assess application performance when migrating to a new release of IBM I

Stress test your system

Determine impact of application changes

Proofs of Concept (e.g. HA alternatives; SSD analysis, external storage, etc.)

Evaluate application scalability

Capacity planning

 … all with the availability of Lab Services IBM i experts and development personnel

To request any of these services, submit at: 

http://www-03.ibm.com/systems/services/labservices/psscontact.html

Or email Dawn May at dmmay@us.ibm.com
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Reference Material

IBM Systems Magazine, IBM I - “Sky High Performance “, Aug 2009
http://www.ibmsystemsmag.com/ibmi/august09/coverstory/26021p1.aspx

SystemiNetwork - “Performance Data Investigator Consolidates Functions in One Place”, June 
2009

http://systeminetwork.com/article/performance-data-investigator-consolidates-functions-one-place
SystemiNetwork - “IBM Systems Director Navigator for i:  Performance Tasks Overview”, June 

2009
http://systeminetwork.com/article/ibm-systems-director-navigator-i-performance-tasks-overview
IBM Systems Magazine, IBM i  – “A Command Performance”, Nov 2008
http://www.ibmsystemsmag.com/ibmi/november08/administrator/22426p1.aspx
IBM Systems Magazine, IBM i - “Web Power”, Nov 2008
http://www.ibmsystemsmag.com/ibmi/november08/administrator/22431p1.aspx
IBM System Magainze, IBM i, “An Introduction to Job Watcher Green-Screen Commands”, Nov 

2008
http://www.ibmsystemsmag.com/ibmi/november08/tipstechniques/22521p1.aspx
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Reference Material

IBM Systems Magazine, IBM i - “iDoctor vs. IBM i 6.1 Performance Tools”, Oct 2008
http://www.ibmsystemsmag.com/ibmi/october08/trends/21990p1.aspx

IBM Systems Magazine, IBM i - “Introducing IBM Systems Director Navigator for i5/OS”, Aug 
2008

http://www.ibmsystemsmag.com/ibmi/august08/administrator/21503p1.aspx
SystemiNetwork - “Understanding Disk Performance Metrics”, March 2008

http://systeminetwork.com/article/understanding-disk-performance-metrics
IBM Systems Magainze, IBM i - “A New Way to Look at Disk Performance”, May 2007

http://www.ibmsystemsmag.com/ibmi/may07/administrator/15631p1.aspx

Redpaper - IBM eServer iSeries Performance Management Tools 
http://publib-b.boulder.ibm.com/abstracts/redp4026.html?Open

IBM Systems Magazine, IBM i  – “A Collective Effort”, Nov 2006
http://www.ibmsystemsmag.com/ibmi/november06/trends/7201p1.aspx

IBM Systems Magazine, IBM i - “Mission:  Performance Management”, Nov 2006
http://www.ibmsystemsmag.com/ibmi/november06/features/7129p1.aspx
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Reference Material

SystemiNetwork - “Using Wait State Accounting to Determine Disk Performance”, March 2006 
(Pro-VIP content)

http://systeminetwork.com/article/using-wait-state-accounting-determine-disk-performance
SystemiNetwork - “Understanding Disk Performance Part 2:  Disk Operation on i5/

OS”, April 2007 (Pro-VIP content)
http://systeminetwork.com/article/understanding-disk-performance-part-2-disk-operation-

i5os
IBM Systems Magazine, IBM i  – “Performance Tools Can Help Maximize System Performance”, 
September 2003
http://www.ibmsystemsmag.com/ibmi/september03/administrator/8548p1.aspx

System i Navigator Web Page
http://www.ibm.com/servers/eserver/iseries/navigator/ 

Performance Database File Documentation in Information Center
http://publib.boulder.ibm.com/infocenter/iseries/v5r4/topic/rzahx/rzahxperfdatafiles1a.htm
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This document was developed for IBM offerings in the United States as of the date of publication.  IBM may not make these offerings available in other countries, and the 
information is subject to change without notice. Consult your local IBM business contact for information on the IBM offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources.  Questions on the capabilities of non-
IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document.  The furnishing of this document does not give you any license to these 
patents.  Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY 10504-1785 USA. 

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only. 

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or guarantees either expressed or 
implied.

All examples cited or described in this document are presented as illustrations of  the manner in which some IBM products can be used and the results that may be achieved.  
Actual environmental costs and performance characteristics will vary depending on individual client configurations and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions worldwide to qualified commercial 
and government clients.  Rates are based on a client's credit rating, financing terms, offering type, equipment type and options, and may vary by country.  Other restrictions may 
apply.  Rates and offerings are subject to change, extension or withdrawal without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.

All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment.  Actual results may vary significantly and are dependent on many factors 
including system hardware configuration and software design and configuration.  Some measurements quoted in this document may have been made on development-level 
systems.  There is no guarantee these measurements will be the same on generally-available systems.  Some measurements quoted in this document may have been estimated 
through extrapolation.  Users of this document should verify the applicable data for their specific environment.  

Revised September 26, 2006

Special notices
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IBM, the IBM logo, ibm.com AIX, AIX (logo), AIX 6 (logo), AS/400, Active Memory, BladeCenter, Blue Gene, CacheFlow, ClusterProven, DB2, ESCON, i5/OS, i5/OS (logo), IBM Business Partner (logo), 
IntelliStation, LoadLeveler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartnerWorld, PowerPC, pSeries, Rational, RISC System/6000, RS/6000, THINK, Tivoli, Tivoli (logo), 
Tivoli Management Environment, WebSphere, xSeries, z/OS, zSeries, AIX 5L, Chiphopper, Chipkill, Cloudscape, DB2 Universal Database, DS4000, DS6000, DS8000, EnergyScale, Enterprise Workload 
Manager, General Purpose File System, , GPFS, HACMP, HACMP/6000, HASM, IBM Systems Director Active Energy Manager, iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, 
PowerVM (logo), PowerHA, Power Architecture, Power Everywhere, Power Family, POWER Hypervisor,  Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software 
(logo), POWER2, POWER3, POWER4, POWER4+, POWER5, POWER5+, POWER6, POWER7, pureScale, System i, System p, System p5, System Storage, System z, Tivoli Enterprise, TME 10, 
TurboCore, Workload Partitions Manager and X-Architecture are trademarks or registered trademarks of International Business Machines Corporation in the United States, other countries, or both. If these 
and other IBM trademarked terms are marked on their first occurrence in this information with a trademark symbol (® or ™), these symbols indicate U.S. registered or common law trademarks owned by 
IBM at the time this information was published. Such trademarks may also be registered or common law trademarks in other countries. A current list of IBM trademarks is available on the Web at "Copyright 
and trademark information" at www.ibm.com/legal/copytrade.shtml      

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.
UNIX is a registered trademark of The Open Group in the United States, other countries or both. 

Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

Intel, Itanium, Pentium are registered trademarks and Xeon is a trademark of Intel Corporation or its subsidiaries in the United States, other countries or both.

AMD Opteron is a trademark of Advanced Micro Devices, Inc.

Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States, other countries or both.  

TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are trademarks of the Standard Performance 
Evaluation Corp (SPEC).

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

AltiVec is a trademark of Freescale Semiconductor, Inc.

Cell Broadband Engine is a trademark of Sony Computer Entertainment Inc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association. 
Other company, product and service names may be trademarks or service marks of others.

Revised February 9, 2010

Special notices (cont.)
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Additional materials

Basic guidelines for 
system monitors
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Monitor Threshold Guidelines – Average CPU

A system running at high CPU utilization may 
not be a problem

High CPU when transaction rates are high and 
response time is low usually means there are 
no bottlenecks

Need to look at historical performance data to 
identify CPU utilization when system was 
running well
System i Navigator Graph History

PM System i Report 650 (CPU Usage / Hour)

Set threshold 5-10% above peak historical 
data

Might need different thresholds depending on 
time of day

Might need to adjust thresholds after new 
release upgrade or hardware upgrade

CPU Utilization (Average)



© 2010 IBM Corporation

IBM Power Systems

88

Monitor Threshold Guidelines – Interactive Feature Utilization

If you have an Enterprise Edition system with 100% Interactive CPW, you don’t need to 
monitor the Interactive Feature CPU
If you have limited 5250 Interactive CPW
Understand the percentage of the system you have available for interactive usage
Can find it at the top of the Performance Tools System Report (PRTSYSRPT)
Or DSPSYSVAL QPRCFEAT and look up Interactive CPW rating for your feature in Performance Capabilities 
Reference Manual at http://www.ibm.com/eserver/iseries/perfmgmt/resource.html
Set the first threshold at around 75% of the Interactive CPW Capacity
If Interactive Threshold is 20% of the system/partition, set the threshold at 15% (75% of 20%)
Set the second threshold at around 90% of the Interactive CPW Capacity

CPU Utilization (Interactive Feature)



© 2010 IBM Corporation

IBM Power Systems

89

Monitor Threshold Guidelines – Average Interactive Response Time

Some organizations have service level 
agreements that promise or guarantee a 
certain level of response time
If you are required to meet a service level 
agreement (SLA)
Set the first threshold to around 80-90% of the 
required agreement (warning)
Set the second threshold to around 90-100% of 
the required agreement (danger)
If not required to meet SLA
Look at historical performance data to identify 
response time on a day when system was 
performing poorly (your users were not happy)
System i Navigator Graph History
PM for Power Systems Report 250 (Response Time By 
Hour)
Set threshold below peak response time on the 
bad day 
50-75% of bad day is good place to start

Might need different thresholds depending on time 
of day
Batch work might have longer response times

Interactive Response Time (Average)
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Monitor Threshold Guidelines – Disk Arm Utilization

Disk Arm Utilization Threshold is based on the storage controllers used on your 
system

Current storage controllers can typically handle 30%+ arm utilization without 
degrading system performance
Set first threshold at 20-27% (warning)

Set second threshold at 27-32% (danger)

Can vary considerably depending on the application and the data access 
patterns of the application

Disk Arm Utilization (Average)
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Monitor Threshold Guidelines – User Pool Faults

From an overall system or partition perspective, the best known guideline for pool faults is 
100 per second x Processor Units x CPU Utilization%
Example: Guideline for a partition that has 1.5 processor units and typically runs at 50% 
utilized would be:
100 x 1.5 x 50% = 75 faults per second per user pool

When a system is partitioned, remember it is the number of processor units allocated to 
the partition that matters, not the number of physical processors
Can find Processor Units at the top of Performance Tools System Report (PRTSYSRPT)
A system with page faulting higher than the guideline does not indicate a performance 
problem, but faulting may be a contributing factor to poor response times.  Detailed 
analysis is needed to determine an exact cause of high response times

User Pool Faults (Average)
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Monitor Threshold Guidelines – Maximum Disk Storage

Not much to consider when setting the Disk Storage threshold

Recommend using Maximum instead of Average 

Set first threshold at around 75-85% (warning)
Leave room for temporary storage needed by the system and applications

Set second threshold at 85-92% (danger)
Remember that using up the entire System ASP will cause the system to CRASH!

Disk Storage (Maximum)


