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Agenda

� Part 1 – Storage Strategy General Overview

� Part 2 – Storage de-mystification
–Understanding Disk Performance 
–The value of virtualized storage for IBM i 
–Minimize batch runtime, disk footprint, energy consumption with SSD 

technology
–Advanced Disk Performance Analysis for IBM i
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IBM i Storage Strategy Planning 

Then and Now
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� SFF – Small Form Factor – 2.5” HDDs or 
SSDs

� SmartIOA – (IOP-less) an IOA which doesn’t 
require an IOP, reducing card slot usage and 
cost

� PCI-x – PCI eXtended – enhanced PCI card 
and slot

� PCIe – PCI Express – latest and fastest 
enhanced PCI card and slot

� HSL – High Speed Link – POWER4 thru 
POWER6 I/O bus interconnect

� RIO – Remote I/O – same as HSL, but called 
RIO when used on System p

� 12X – IBM’s implementation of InfiniBand bus 
interconnect for Power servers

� LIC – Licensed Internal Code, part of IBM i 
operating environment

� Native – direct attach storage where the the
IBM i partition owns the adapters and 
management

� CEC – Central Electronics Complex.  
– Refers to the processor enclosures for 

POWER5/5+, POWER6/6+, and 
POWER7 systems.

– 520, 550, and 750 systems have a single 
enclosure

– 560, 570, 770, and 780 systems have 1 
or more enclosures.

� HDD – Hard Disk Drive

� IOP – I/O processor

� IOA – I/O Adapter

� NPIV – N_Port ID Virtualization, a.k.a. virtual fiber 
channel

� SAN – Storage Area Network

� SAS – Serial Attached SCSI

� SCSI – Small Computer System Interface

� SSD – Solid State Drive

� VIOS – Virtual I/O Server

Terminology
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IBM i Storage Strategy:  Then

Circa 1995
* Internal IBM i compressed disk options were phased out several generations ago
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IBM Power Systems Storage for POWER:  Now

Transition
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Historical Focus

Integrated

External
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POWER6 and beyond

Integrated

External

Virtualized

SAN, Virtual, and Integrated can 
combine HDDs and SSDs.

Long term investment for internal, external and virtualized storage for IBM i, AIX, Linux
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Unix            Linux         Windows

Boot & 
OS

'C'

PGMs

'D'
'E'

'F'

DB

'G'
'H'

'I'
'J'

'K'
'L'

Object B Object C Object DObject A

Storage Management

IBM i

I/O

 TIMI 

Integrated or SAN

Storage Management Styles – IBM i Compared To …

System ASP

Page

Your IBM i solution is probably already delivering an enterprise class performance 
solution.  Your future storage design should take this into account:  for tier-1 storage, 
design for I/Os not capacity.
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DS3400

DS5000

XIV

DS8000

External Disk Storage Servers for IBM i

Native

VIOS (virtual)
Any 

supported storage

3rd Party

IBM i
(fiber)

VIOS
(fiber)

ASP 1-255

nSeries (and 
other NAS)

IA
Information 
Archive

3996 Optical 
Server (no 
longer IBM 
marketed)

Network

Archive

SSD
(VIOS)

SSD
(VIOS)

Hess 2010

DS4000EMC DMX-Vmax

DS6000

Power System

Storwize V7000
and SVC

SSD
(VIOS)

SSD
EasyTier
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Fiber Adapters (HBAs) for IBM i External Storage Strategy

No IBM i load source support on 
POWER5/5+

PCI-x single or dual port 4Gb (IOP-less)

Not available

PCIe single or dual port 4Gb 
(IOP-less)

POWER7

IOP based fiber adapters
– Requires HSL loop technology – PCIx only

Not available

PCIe dual port 8Gb (IOP-less)
– Only adapter which supports NPIV

POWER6/6+POWER5/5+Systems

Best price/performance6.1 – 7.1

6.1 – 7.1

6.1 – 7.1

IBM i 6.1 and 7.1 is key to enabling best external storage performance, reduced 
cost, better utilization of faster POWER processors and memory, and 
enablement of virtualized external storage

5.4 and up

Best price/performance

Best price/performance

IOPs 5.4

(Note) IOP-less single port fiber adapters are not supported for native attach IBM i, however, they can be used with VIOS to support IBM i
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PCIe-Based SSD
• 4 SSD bays on card:  1, 2 or 4 

SSD modules per adapter
• 177 GB per SSD module  / Up 

to 708 GB per card
• IBM i 7.1 and 

710/720/730/740/750/770/780 

Power System Internal Disks 
� Integrated with IBM i

– Native attach
– Virtualized:

• Virtual I/O Server (VIOS)
• IBM i Hosting i

� ½ the energy of 3.5-inch disk drives, 
reduced space139 GB     #188815k

283 GB     #1911    

Current IBM i Options

10k

SFF

HDD

428 GB     #3658

283 GB     #3678

139 GB     #1888

Current IBM i Options

15k

• Traditional 3.5-inch disk drives

15k

15k

3.5
HDD

SSD
• Typically around 200 

microseconds vs. >2 
milliseconds for HDDs

• 520, 550, 560, 570, 575, 595 
• 710/720/730/740/750/770/780
• IBM i 5.4, 6.1, 7.1 
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Why SSDs? � HDDs 

– Continue to provide value on 
a $ per GB metric …. but are 
getting worse on an I/O per 
GB metric

� HDD Sweet Spot:

– No strong performance need

– Measuring performance in 
sustained GB/s

Processors Memory DiskSSD

Very, very, 
very, very, 
very fast

Very, very, 
very fast

Very, very slow 
comparativelyFast

Access Speed

1,000,000 -
8,000,000 ns

~200,000 ns~100 ns< 10’s ns

Seagate 15k RPM/3.5" Drive Specifications

450

73
75

171

3,6 3,4

2002 2008

Capacity (GB)

Max Sustained
Data Rate
(MB/s)

Read Seek (ms)

+35%

+17%

-1%
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SSD - Batch Window Reduction Example

� Associated Bank needed to reduce month end batch run time from 
4+ hours to under 3 hours  

� SSDs cut 1.5 hours from batch run time
– Plus a 16% reduction in # of disk drives  

� Placed eight DB2 Objects (table, index, view) on SSD

Batch Performance Runs

0

1

2

3

4

5

H
ou

rs

72 HDD   72 HDD + 8 SSD  60 HDD + 4 SSD  

SSD run 2

SSD run 1

Base run

2:48460

2:43872

4:22072

Batch Run 
Time

# of 
SSDs

# of SAS 
15K HDD

40% Reduction

Source:  IBM Power Systems Performance 
and Benchmark Center 5-23-09 

� SDD tools and software:
– IBM i SSD Data Balancer  -
– IBM i DB2 and SSD integration for IBM i
– DS8000 EasyTier

http://www-01.ibm.com/software/success/cssdb.nsf/CS/DLAS-7X9R7Y?OpenDocument&Site=powersystems&cty=en_us
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ASP Storage Design Strategies

Potentially multiple hardware components including loop, tower, 
IOA, and disk are protected.

Standard to 
improved when 

active-active 
is utilized

Basic + (R5)
or Better + (R6)

RAID-x with dual controllers

Same protection as RAID choice, plus reduced risk of write 
cache data loss.  Plus reduced window of multiple drive failure 
risk. Outage occurs with disk IOA failure.

No effectBetterRAID-x with protected write 
cache and hot spare

Improved

Standard to 
improved

Slight degradation

Standard

Relative performance 1

Redundancy within storage subsystem minimizes outage and 
data loss due to multiple component failure in subsystem.  
Multipath minimizes outage due to IOA or path failure.

Better to BestExternal (SAN) attached 
storage with multipath fiber

Potentially multiple hardware components including loop, tower, 
IOA, and disk with no outage required during component failure.BestIBM i disk mirroring or 

external RAID-10 

Multiple disk unit failures within a parity set. Protection from IOA 
write cache failure.Basic +RAID-6 with protected write 

cache

Single disk unit failure within a parity set. BasicRAID-5 with protected write 
cache

What is protectedLevel of protectionDisk protection choice

1Assumes the same quantity of physical disk units. R/W ratio of 50/50 to 30/70.
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IASPs:  Foundation for Flexibility, Scalability and HA/DR

IASP – Application -1

IASP – Application -2

IASP – Journaling

ASP1 (SYSBAS)

User ASP
(SYSBAS)

Hess 2010

Independent ASPs (IASPs) offer:
– Uptime

• Shorter IPLs – leave non-critical IASPs on-line 
• Reclaim Storage (RCLSTG) by IASP

– Security
• Data and path encryption by ASP

– Archive
• Storage performance and cost by IASP

– Consolidation
• Meet compliance needs for isolation
• SaaS (Software as a Service)
• Reduce software licensing fees (single OS)
• Reduce number of OS upgrades

– Any storage which support ASPs

Foundation for all PowerHA solutions
• Switched IASPs
• PowerHA external storage LUN Level Switching
• IBM i Power HA Geographic Mirror
• Power HA external storage copy services

* Advanced Copy Services 

IASP with reduced 
cost archive storage
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IBM i Native Attach Storage and Resiliency

NoYesYesNoNoMetro/Global Mirror

NoYes (6.1)Yes (6.1)YesNoLUN Level Switching

Yes (SRDF)YesYesYesNoMetro Mirror

Yes (SRDF)YesYesYesNoGlobal Mirror

PowerHA SystemMirror 6.1 or 7.1 plus Advanced Copy Services (ACS)

PowerHA SystemMirror 6.1 or 7.1

Logical Replication Add-on Software

External Storage Full System Copy (crash consistent copy and cloning)

Yes

Yes

Yes

Yes

Yes

Yes

Yes (7.1)

Yes

Yes

Yes

Yes

POWER5/6/7

DS8000

NoYesYesYesSwitched IASP

No (SRDF)YesYesNoGlobal Mirror

NoYes (7.1)NoNoLUN Level Switching

Yes (Timefinder)YesYesNoFlashCopy

No (SRDF)YesNoNoGlobal Mirror

No (Timefinder)YesYesNoFlashCopy

No (SRDF)YesYesNoMetro Mirror

YesYesYesYesGeographic Mirroring

No (Timefinder)YesNoNoFlashCopy

iCluster and others

Metro Mirror

YesYesYesYes

No (SRDF)YesNoNo

POWER5/6/7POWER5/6/7POWER6/7POWER5/6/7

EMC (2)DS6000DS5000Internal  SAS/SSD 
(1)

(1) SSD requires POWER6 or POWER7.  (2) DMX, VMAX
Note. Native attach means the partition contains a SCSI, SAS or Fiber Channel card used to connect to the storageHess 2010

Storage is a key 
part of your HA/DR 
solution decision
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IBM i PowerVM VIOS Storage and Resiliency

NoNoNoNoNoNoNoSwitched IASP

NoNoYes*NoNoNoNoGlobal Mirror

NoNoYes*NoNoNoNoLUN Level Switch

Logical Replication Add-on Software

External Storage Full System Copy (crash consistent copy and cloning) **

PowerHA SystemMirror 6.1 or 7.1 plus Advanced Copy Services (ACS)

PowerHA SystemMirror 6.1 or 7.1

Yes

Yes

Yes

Yes

No

No

No

Yes

No

No

No

POWER6/7

BladeCenter

XIV

Yes

Yes

Yes

Yes

Yes*

Yes*

Yes*

Yes

Yes*

Yes*

Yes*

POWER6/7

BladeCenter

DS8000

Yes

Yes

Yes

Yes

No

No

No

Yes

No

No

No

POWER6/7

BladeCenter

DS6000

YesYesYesNo

YesYesYesNoMetro Mirror

Global Mirror

YesYesYesNoFlashCopy

NoNoNoNoLUN Level Switch

NoNoNoNoGlobal Mirror

NoNoNoNoFlashCopy

NoNoNoNoMetro Mirror

YesYesYesYesGeo’mirroring

NoNoNoNoFlashCopy

iCluster, et al

Metro Mirror

YesYesYesYes

NoNoNoNo

POWER6/7

BladeCenter

POWER6/7

BladeCenter

POWER6/7

BladeCenter

BladeCenter

SVC / StorwizeDS5000DS4000DS3000

*   Requires NPIV capable fiber channel adapter
** See Redbook “IBM i and Midrange External Storage SG247668” and ”IBM i Virtualization and DS4000 Read-me First”Hess 2010



© 2010 IBM Corporation17

DS8700 with Easy Tier

Key advantages of Easy Tier:

• Designed to be Easy ! The user is not required to make a lot of decisions or go through

an extensive implementation process to start utilizing Easy Tier.

• Efficient Use of SSD Capacity . Easy Tier moves 1 gigabyte data extents between

storage tiers. This enables very efficient utilization of SSD resources. Other systems

may operate on a full logical volume level. 

• Intelligence . Easy Tier learns about the workload over a period of time as it makes

decisions about which data extents to move to SSDs. As workload patterns change,

Easy Tier finds any new highly active (“hot”) extents and exchanges them with extents

residing on SSDs that may have become less active (“cooled off”).

• Negligible Performance Impact. Easy Tier moves data gradually to avoid contention

with I/O activity associated with production workloads. It will not move extents unless a

measurable latency benefit would be realized by the move. 
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IBM i Direct Support for DS5000 overview

� DS5100 and DS5300 benefits Multiple RAID levels, including RAID 6
– Custom XOR processor for RAID calculations
– Consolidated storage for IBM i, Unix, Linux, Windows applications
– Can use FC or SATA drives (FC recommended)

� DS5100 and DS5300 currently supported
– New support does not require PowerVM Virtual I/O Server (VIOS)
– PowerVM may be required for Active Memory Sharing

� IBM i LPAR owns Fibre Channel adapter(s). Two adapt ers 
required for redundancy

� New IBM i host kit required on DS5100 and DS5300Fea ture code 
#7735

� IBM i supports Multi-path I/O with direct attachment to DS5100 and 
DS5300

– No additional software required on DS5100 and DS5300
– Round-robin algorithm used with Multi-path I/O in IBM i

Power Hypervisor 

�IBM i supports direct attachment to DS5100 and DS53 00 storage to enable simpler SAN 
planning and leverage midrange open storage
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DS5xxx Requirements for IBM i

� Hardware requirements:
– DS5100 or DS5300
– Power servers (Power blades not supported for direct attachment)
– POWER6 hardware
– POWER5(+) hardware not supported
– Smart I/O adapter (IOPless adapter)

• #5735 (8Gb dual-port PCI-E)
• #5774 (4Gb dual-port PCI-E)
• #5749 (4Gb dual-port PCI-X)

� Software requirements:
• IBM i 6.1 with IBM 6.1.1 LIC refresh
• IBM i 5.4.5 or earlier not supported
• 7.60.26.00 or later DS5100 or DS5300 controller firmware
• NVSRAM version N1818D5xR1060V08 (x can be 1 or 3 for DS5100 or 

DS5300)
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DS5xxx Best Practices and Limitations for IBM i

� Maximum LUN size for IBM i is < 2TB (volume size >= 2TB will not work)

� Mixing FC and SATA drives within enclosure is supported

� FC drives recommended for production workloads

� Maximum 64 LUNs per FC port (same as DS8000 direct attach)

� SSDs not supported at this time

� Drive encryption in DS5100/DS5300 is supported

� Boot from SAN requires active connection, IBM i will not IPL from passive connection

� Maximum of 300 LUNs from a single DS5100/DS5300 per ASP add
– Adding more LUNs to same ASP requires multiple ASP adds

� All LUNs must be protected (RAID0 arrays for LUNs not supported)

� Dynamic volume expansion on DS5100 and DS5300 is not supported

� IBM i system-level disk mirroring not supported
– Disk protection configured on DS5100 or DS5300 
– Drives report in IBM i as protected (same as DS8000 protected LUNs)
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Combine the capacity 
from multiple arrays 
into a single pool of 
storage

Apply common 
copy services 
across  the 
storage pool

Manage the storage 
pool from a central 
point

Make changes to the 
storage without 
disrupting host 
applications

Virtual
Disk

Virtual
Disk

Virtual
Disk

Virtual
Disk

SAN

SAN Volume Controller

Advanced Copy Services

Storage Pool

HP

EMC
DS4000

DS8000

HDS

Flexible Storage Infrastructure with SAN Volume Controller
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SAN
Volume Controller

SAN Volume Controller Supported Environments

8Gbps SAN fabric

HP
MA, EMA

MSA 2000, XP 
EVA 6400, 8400

Hitachi
Lightning
Thunder
TagmaStore

AMS 2100, 2300, 2500
WMS, USP

EMC
CLARiiON

CX4-960

Symmetrix

Microsoft
Windows
Hyper-V

IBM AIX

IBM i 6.1

Sun
Solaris

HP-UX 11i
Tru64

OpenVMS

Linux
(Intel/Power/zLinux)

RHEL

SUSE 11

Citrix Xen
Server

IBM
BladeCenter

SAN

SAN
Volume Controller

Continuous Copy

Metro/Global Mirror

Multiple Cluster Mirror

VMware
vSphere 4

Point-in-time Copy
Full volume, Copy on write

256 targets, 
Incremental, Cascaded, Reverse
Space-Efficient, FlashCopy Mgr

Novell
NetWare

Sun
StorageTek

IBM
DS
DS3400
DS4000

DS5020, DS3950
DS6000
DS8000

IBM
ESS,

FAStT

1024
Hosts

IBM
N series

NetApp
FAS

SGI IRIX

IBM N series 
Gateway
NetApp
V-Series

IBM TS7650G

Bull
StoreWay

Fujitsu
Eternus
3000

8000 Models 2000 & 1200
4000 models 600 & 400

NEC
iStorage

For the most current, and more detailed, information please visit ibm.com /storage/svc and click on “Interoperability”. 

Space-Efficient Virtual Disks

New

Entry Edition software

Virtual Disk Mirroring
New

Apple
Mac OS

Pillar
Axiom

IBM
XIV
DCS9550
DCS9900

IBM
z/VSE

New

New

New

New

SSD

New

Native iSCSI
New

New

NewNew

New
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IBM XIV Balances Disk Usage  

� Each volume is spread across all drives 

� Data is “cut” into 1MB “partitions” and stored on the disks

� XIV algorithm automatically distributes partitions across all disks in the system 
pseudo-randomly

Data Module

Interface

Data Module

Interface

Data Module

Interface

Switching

XIV disks behave like connected 

vessels, as the distribution 

algorithm aims for constant disk 

equilibrium.

Thus, XIV’s overall

disk usage could approach

100% in all scenarios.
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V7000 Storwize

2U
� Thin Provisioning – Included 

� FlashCopy – Included
– FlashCopy Manager

� Easy Tier – Included
– TPC for Disk Midrange Edition 

� Metro and/or Global Mirror – Optional 
– TPC for Replication

� Mirror over IP – Optional 
– FastBack for Replication

� External Virtualization – Optional
– Allows you to bring external fibre channel disk systems under Storwize V7000 control 

providing access to all the functions of the V7000 virtualization software

Primary
data

Local FlashCopy
Versions

Instant
Restore

.

.

.

SSD/SAS Disks
Thin Provisioning, Easy Tier

iSCSI/
FC

User interface

FlashCopy Manager

Application 
server

O
f
f
l
i
n
e
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Highest 
Performance

Largest Capacity

High Availability
Good 

Performance

Highly Scalable

Low cost

High Performance

High Capacity

Flexible Storage

Highest 
Performance

Largest Capacity

High Availability

TS7650G ProtecTIER        
Deduplication Gateway

TS7650 ProtecTIER 
Deduplication Appliance

TS7610 ProtecTIER 
Deduplication 

Appliance Express

Good Performance

Entry Capacity

Very Low cost

Single Node

Up to 85 MB/sec

5.9 TB (5.5 TiB) 
useable

Single Node

Up to 85 MB/sec

4.4 TB (4.0 TiB) 
useable

Single Node 

Up to 500 
MB/sec

36 TB (31.5 TiB) 
useable

Active-Active 
Cluster

Up to 500 
MB/sec

36 TB (31.5 TiB) 
useable

Single Node

Up to 100 
MB/sec

7 TB (6.3 TiB) 
useable

Single Node

Up to 250 
MB/sec

18 TB  (15.8 TiB) 
useable

Single Node

Up to 500 
MB/sec

1 PB useable

Active-Active 
Cluster

Up to 1000 
MB/sec

1 PB useable

IBM TS7600 ProtecTIER® Deduplication Family

Better 
Performance

Larger 
Capacity

Scalable

Highest 
Performance

Largest 
Capacity

Support of TS7650G/TS7650 system 
attachment to IBM i IOP-less Fibre Channel 
was added on June 30th, 2010

Capacity and Performance
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Ohio
IBM iTS7650

Local Saves to 
Virtual Tape with 

De-dup

IBM i TS7650

New York

IP Replication

Minimized bandwidth 
since data is de-dup’d 

before sending

TS3500
Optional 

duplication 
to physical 

tape 

(at local or 
remote site)

Disk

Virtual 
Tapes C

A

B

C

A
A

B
B

A
What is 

DeDuplication?

C

A

B

C

A
A

B
B

A C

A

B

C

A B

B

A

A

What Does the TS7650 ProtecTIER Do?
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Archive (or, what to do with an aging 3995-3996 ?)
� Alliance Storage Technologies Inc. G-Series models for IBM i 
� POWER7 planning:

– 3995 is not supported on POWER7 (no HVD SCSI adapter available)
– 3996 and select G-Series LVD SCSI models can attach to POWER7

• Use LVD SCSI adapter FC 5736 (PCI-X SCSI IOP-less IOA)

3996 and related 
features were 

withdrawn from 
marketing in 08

� External HDD based retention 
– WORM, encryption and backup
– Supports IBM i archive solutions (e.g. Content Manager)

IBM Information 
Archive (IA)

Example strategies for moving beyond 3995/3996

Image Catalog Media 
Library for Archive

(Virtual Optical Library)

� IBM i APIs allow HDD based storage to emulate 399x
– Any internal or external storage which supports ASPs
– Transparent to archive and content management applications 
– IBM i 7.1 and Lab Services fee offering 

� Network attached (Network Attached Storage)

– IBM i becomes NFS client (Network File System)

– For image storage only (bitmap, gif, etc.).

NAS Storage
(for image storage) Exploring NFS on 

AS/400, SG24-2158
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IBM i Storage Strategy Planning 

Software and Tool Examples

Hess 2010
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Virtualized (VIOS) external storage resiliency
– Storage attached to VIOS and SVC
– Basic - full system copy (cloning) 
– PowerHA Geo’ Mirroring and logical replication

IBM i
Client

Software Software

VIOS VIOSSVC
DS

SVC
DS

IBM i
Client

Operating system delivered resiliency
– PowerHA Switchable IASPs
– PowerHA Geographic Mirroring replication
– PowerHA Admin Domain (security and config)

IBM i

Software Software

IASP

IBM i

IASP

Native attached external storage resiliency
– PowerHA DS8000 LUN Level Switching
– PowerHA and DS5000/DS8000 copy services
– Full system copy (cloning)

IBM i IBM i

Software Software

DS DS

IASP
DS8000

Software replication
– Vendor logical replication software
– Domino clusters
– 3rd part cloud solutions for backup

IBM i IBM i

SoftwareSoftware

DS = Storage such as DS6000, DS5000 or DS8000

IBM i Resiliency and Replication Solutions
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Why PowerHA SystemMirror for i ?
Hardware level resiliency and 
replication with IBM software 
management

– Does not rely on software 
‘application transaction 
replay’ techniques

– Eliminates the causes of 
out-of-sync situations 

– Fussy applications, complex 
SQL, reorgs, deletes, heavy 
batch, etc. are not a replication 
headache

– Scalable, robust and 
automated solution

– Always ready to switch

Hess 2010

Network

PROD (source) HA (target)

LPAR-1 LPAR-2

X X

Clustered Geographic Mirroring of IASP

Network

PROD (source) HA (target)

LPAR-1 LPAR-2

Clustered external storage replication of IASP
Ext. Storage Ext. Storage

PROD (source) HA (target)

LPAR-1 LPAR-2

Clustered external storage IASP switching
Ext. Storage
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Image Catalog Virtual Optical Media Library for Archive 
� Eases Transition from IBM 3995, IBM 3996 and Plasmo n G-series

– IBM i image catalog extended to support library mode
– IBM i APIs allow HDD based storage to emulate 3995/3996/399F media
– Supports High Performance Optical File System (HPOFS) and *WORM media type to facilitate 

compliance with data retention requirements
– Supports image media types *WORM, *ERASE and *RAM

� Benefits:
– Any native internal or external attached HDD storage which supports ASPs
– Transparent to optical library enabled archive and content management applications
– Higher performance HDD storage and no mount time

� Planning Considerations
– Available with IBM i 7.1, PTFs and Lab Services offering
– HDD and ASP storage planning
– Use of the Enhanced Optical Library Data Migration Lab Services offering 
– Backups (save) of virtual library volume images and image catalogs
– Any High Availability or Disaster Recovery needs for archive images or data

� Available today (3Q10)
– To inquire about pricing and availability, contact Mark Even, even@us.ibm.com, (507) 253-1313.
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Virtual Storage for Partitions on Power Servers IBM i

� IBM i hosting 
– IBM i partition uses I/O resources 

from another IBM i partition
– Best option for Windows Integration on 

IBM i
– Familiar IBM i environment
– Supports PowerHA Geographic 

Mirroring
– Supports internal and native attached 

external storage (DS5000 or DS8000)

� Virtual I/O Server (VIOS) hosting 
– IBM i partition uses I/O resources 

from a VIOS partition
– Best environment for IBM i, AIX and Linux
– Typically requires the least amount CPU
– Faster provisioning - fewest setup steps
– No network storage space required
– Simple startup - VIOS is always active
– Provides tape virtualization
– Supports PowerHA Geographic Mirroring and 

DS8000 Copy Services
– Supports internal and a growing variety of external 

storage

iVIOS

Hypervisor

POWER6/7

i

Hypervisor

i

POWER6/7

ClientHost ClientHost

• `

Hess 2010
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IBM i Storage Strategy Planning 

References and Summary

Hess 2010
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Hess 2010
Archive Backup

V
ir

tu
al

iz
ed

SSD

HDD

Secondary tiers

• Virtual I/O Server - VIOS
• IBM i Hosting IBM i, AIX, Linux
• Windows Integration
• SAN Volume Controller - SVC

• High performance 
Internal SAS storage

• High performance 
DS8000 external storage

• Archive and data 
management software

• Virtual optical offering
• Information Archive
• Encrypted int/ext 

disk storage
• NAS/NFS for images
• BRMS WORM tape

• Traditional tape
• IBM i virtual tape 
• ProtecTIER virtual tape
• FlashCopy (external Storage)

• 3rd Party Cloud Backup

• Cost effect Solid State 
Drive (SSD) integration, 
internal or IBM external

• Select midrange external 
storage – DS5000

IBM i Storage Strategy:  Now

• Dense, lower cost internal 
or external storage, 
isolated with User ASP or 
Independent ASPs

Top Performance Tier

Lowest Cost Tier
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Part 2

� IBM i: Understanding Disk Performance 
– http://www-03.ibm.com/support/techdocs/atsmastr.nsf /WebIndex/PRS4365

� The value of virtualized storage for IBM i 
– http://www-03.ibm.com/support/techdocs/atsmastr.nsf /WebIndex/PRS4368

� Minimize batch runtime, disk footprint, energy consump tion with SSD technology
– http://www-03.ibm.com/support/techdocs/atsmastr.nsf /WebIndex/PRS4363

� Advanced disk performance analysis for IBM i 
– http://www-03.ibm.com/support/techdocs/atsmastr.nsf /WebIndex/PRS4366
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Additional Information - References
� IBM i 7.1 Technical Overview Redbook

– http://www.redbooks.ibm.com/redpieces/abstracts/sg247858.html?Open

� More on IBM i Storage – Techdocs
– www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4011 (choosing storage)
– www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4010 (SSDs)

� Image Catalog Virtual Optical Media Library for Arc hive offering
– www.ibm.com/systems/i/hardware/storage/optical/imagelibrary1.html
– www.ibm.com/systems/i/hardware/storage/optical/index.html

� IBM Information Archive (IA) storage server
– www.ibm.com/systems/storage/disk/archive/

� IBM ProtecTier
– www.ibm.com/systems/storage/tape/protectier/

� IBM i Archive and data management software
– www.ibm.com/systems/i/hardware/storage/optical/applications/optapps.html

� Alliance Storage Technologies Inc. G-Series models for IBM i:
– www.plasmon.com/archive_solutions/gi5os.html

Hess 2010
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Additional Information - Education
� POWER IBM i server and storage details

– www.systeminetwork.com/article/ibm-amps-storage-options-new-ssd-and-san-support
– www.systeminetwork.com/article/dr550-systems-supplant-optical-storage-insurance-giant

� The Power of i - IBM 2010 Webcast Series – iNetwork:
– https://event.on24.com/eventRegistration/EventLobbyServlet?target=registration.jsp&eventid=1894

10&sessionid=1&key=227F88AB2EFE8C644A44265CDFEB75DE&partnerref=mminstall1&sourcep
age=register

Hess 2010
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Summary

� There are many new tiered storage options to choose from for your storage strategy

� IBM has a long term focus on both internal and external storage for Power Systems and IBM i

� For high performance storage, the design point is becoming dollars per I/O’s per second versus 
the old metric of dollars per GB

� Cost effective use of internal and external Solid State Drives (SSDs) are 
a growing part of a balanced storage performance design

� POWER IBM i will continue to invest into, and deliver more, virtualized storage solutions 

� Storage choices are now a key part of an archive, High 
Availability, Disaster Recovery, and off-line 
backup strategy

� IBM i 6.1 and 7.1 are key to enabling new storage 
solutions

Thank you!

Hess 2010
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The latest version of this presentation, and many other 
useful documents, can be found in IBM TechDocs

www.ibm.com/support/techdocs
… or easier, just search the web for ‘ ibm techdocs ’

Hess 2010
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IBM i Storage Virtualization

Two nice technical documents to get familiar with Open Storage virtualization on IBM i

Read-me first documents are must have read literature before jumping into this specific
architecture.

• IBM i Virtualization and Open Storage Read-me First

http://www-03.ibm.com/systems/resources/systems_i_Virtualization_Open_Storage.pdf

• IBM i Virtualization and Power Blades Read-me First

http://www-03.ibm.com/systems/power/hardware/blades/ibmi.html
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This document was developed for IBM offerings in the United States as of the date of publication.  IBM may not make these offerings available in 
other countries, and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM 
offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources.  Questions 
on the capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document.  The furnishing of this document does not give 
you any license to these patents.  Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY 
10504-1785 USA. 

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives 
only. 

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or 
guarantees either expressed or implied.

All examples cited or described in this document are presented as illustrations of  the manner in which some IBM products can be used and the 
results that may be achieved.  Actual environmental costs and performance characteristics will vary depending on individual client configurations 
and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions 
worldwide to qualified commercial and government clients.  Rates are based on a client's credit rating, financing terms, offering type, equipment 
type and options, and may vary by country.  Other restrictions may apply.  Rates and offerings are subject to change, extension or withdrawal 
without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.

All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment.  Actual results may vary significantly and are 
dependent on many factors including system hardware configuration and software design and configuration.  Some measurements quoted in this 
document may have been made on development-level systems.  There is no guarantee these measurements will be the same on generally-
available systems.  Some measurements quoted in this document may have been estimated through extrapolation.  Users of this document 
should verify the applicable data for their specific environment.  

Revised September 26, 2006

Special notices
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IBM, the IBM logo, ibm.com AIX, AIX (logo), AIX 6 (logo), AS/400, Active Memory, BladeCenter, Blue Gene, CacheFlow, ClusterProven, DB2, ESCON, i5/OS, i5/OS 
(logo), IBM Business Partner (logo), IntelliStation, LoadLeveler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartnerWorld, PowerPC, pSeries, 
Rational, RISC System/6000, RS/6000, THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, z/OS, zSeries, AIX 5L, Chiphopper, Chipkill, 
Cloudscape, DB2 Universal Database, DS4000, DS6000, DS8000, EnergyScale, Enterprise Workload Manager, General Purpose File System, , GPFS, HACMP, 
HACMP/6000, HASM, IBM Systems Director Active Energy Manager, iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, PowerVM (logo), PowerHA, Power 
Architecture, Power Everywhere, Power Family, POWER Hypervisor, Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software (logo), 
POWER2, POWER3, POWER4, POWER4+, POWER5, POWER5+, POWER6, POWER7, pureScale, System i, System p, System p5, System Storage, System z, Tivoli 
Enterprise, TME 10, TurboCore, Workload Partitions Manager and X-Architecture are trademarks or registered trademarks of International Business Machines Corporation 
in the United States, other countries, or both. If these and other IBM trademarked terms are marked on their first occurrence in this information with a trademark symbol (®
or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at the time this information was published. Such trademarks may also be 
registered or common law trademarks in other countries. A current list of IBM trademarks is available on the Web at "Copyright and trademark information" at 
www.ibm.com/legal/copytrade.shtml

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.
UNIX is a registered trademark of The Open Group in the United States, other countries or both. 
Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.
Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.
Intel, Itanium, Pentium are registered trademarks and Xeon is a trademark of Intel Corporation or its subsidiaries in the United States, other countries or both.
AMD Opteron is a trademark of Advanced Micro Devices, Inc.
Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States, other countries or both.  
TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).
SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are 
trademarks of the Standard Performance Evaluation Corp (SPEC).
NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.
AltiVec is a trademark of Freescale Semiconductor, Inc.
Cell Broadband Engine is a trademark of Sony Computer Entertainment Inc.
InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association. 
Other company, product and service names may be trademarks or service marks of others.
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