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Active Memory Sharing

� Sharing of a pool of physical memory among IBM i, A IX and Suse Linux 
logical partitions on a single IBM Power Systems se rver Power 6 or later

– Increase memory utilization and drive down system costs
– Memory is dynamically allocated amongst the partitions as needed

� Managed by the Power hypervisor:
– When a shared memory partition needs more memory than the current amount of 

unused memory in the shared memory pool, the hypervisor stores a portion of the 
memory that belongs to the shared memory partition in auxiliary storage known as a 
paging space device

– Access to the paging space device is provided by a VIOS logical partition - the paging 
service partition

– Attempts from an OS to access data that is located in a paging space device are 
directed by the hypervisor to the paging service partition to retrieve the data from the 
paging space device and write it to the shared memory pool so that the operating 
system can access the data

� Logical partitions that provide virtual I/O resourc es to other logical 
partitions can be VIOS or IBM i and must be dedicat ed memory partitions 
but their client partitions could be shared memory partitions
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AMS Concept
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Setup
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Redundant paging service partitions
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AMS Geographic Mirroring Environment 
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Minimum Requirements

� IBM Power Systems server or blade with POWER6 proces sors
� Virtual I/O Server (VIOS) 2.1.0.1Fixpack 21 or late r
� System Firmware level 340_075 or later
� HMC v7.342 or later
� IBM i 6.1 plus PTF SI32798 or later
� AIX 6.1 TL3
� SUSE Linux Enterprise Server 11
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NPIV Concepts

� Multiple VFC server adapters 
may map to the same 
physical adapter port

� Each VFC server adapter 
connects to one VFC client 
adapter; each VFC client 
adapter gets a unique WWPN

� Clients can discover and 
manage physical devices on 
the SAN

� VIOS can’t access or emulate 
storage, just provides clients 
access to the SAN.

*  Specific models
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IBM i + NPIV with PowerHA

Source

VIOS

POWER6  with IBM i 6.1.1  

SYSBAS

IASP

8Gbs HBA

Hypervisor

VIOS 1

8Gbs HBA

VIOS 2 IBM i Client 1

This configuration can support up to 64 IBM i partitions without adding any more adapters
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Redundant VIOS with NPIV
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� Step 1: configure virtual and 
physical FC adapters

� Step 2: configure SAN fabric 
and storage
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Heterogeneous multipathing
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NPIV Configuration – VFC Adapters
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NPIV Configuration - Client WWPNs
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NPIV Configuration - Server Adapter Mappings
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NPIV Configuration - Server Adapter Mappings


