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A PowerAl / WMLA update and editions



IBM PowerAl (aka Watson Machine Learning Accelerator)

Developer Ease-of-Use Tools

Open Source Frameworks:
Supported Distribution

+ Flow ™ Caffe

B Keras o» Chainer

Faster Training Times via
HW & SW Performance Optimizations
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GPU-Accelerated Storage

Power Servers

A Integrated & Supported Al Platform

A Ease of Use Tools for Data Scientists
A Red Hat and Ubuntu

A Easy installation (RPM/DEB)

A Cloud and on premise

A Bare metal and Docker-based

A 3-4x Speedup for Al Training



IBM adds value to curated, tested, and pre -compiled frameworks with
WMLA

Large Model Support Distributed Deep Learning Fully Supported by IBM
Use system memory with GPUs Simplifies the process of PowerAl software and the
to support more complex training deep learning models accelerated Power servers it
models and higher resolution across a cluster for faster time runs on are supported by IBM
data. to results. technical support.

CPU

GPU



Snap ML 7 Accelerated Machine Learning Library for Distributed GPU

Snap Machine Learning (ML) Library
APIs for Popular ML

. _ _ _ Frameworks
Logistic Regression Linear Regression
@ python
Support Vector
Machines (SVM) .
1 ' (comin
ibGLM (C++/CUDA | Distributed Hyper - . r (Soon) J
Optimized Primitive Lib) Parameter Optimization
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Distributed Training




What data science methods are used at work?

Deep Learning is
Important and growing
rapidly, but a Kaggle
survey shows data
scientists still rely
primarily on machine
learning algorithms

0% 10% 20% 30% 40% 50% 60%

Logistic Regression

Decision Trees 49.9%

Random Forests 46.3%

Neural Networks (7773
Bayesian Techniques 30.6%
Ensemble Methods 28.5%

SVMs 26.7%

Gradient Boosted Machines m

CNNs 18.9%

anns (NPT

Other 8.3%

Evolutionary Approaches - 5.5%

Hvms [ 5-4%

Markov Logic Networks - 4.9%

GANs [ 2.8%



Enterprises rely on linear models for analytics

Regulated industries require explainable/interpretable predictions
Models are powered largely by text and structured data

Well understood tools; clients have deeper skill using Python, Spark, or R
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Few of these linear models are cluster GPU
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Snap ML changes this to accelerate /
machine learning .
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Snap ML: Training time goes Logistic Regression in

TensorFlow(CPU -only) vs
from 1.1 hours to 90 seconds Snap ML (with GPUs)

46x faster than previous record set by 1.1 Hours 46x Faster
Google
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Transparent to data scientists h plugs into
existing machine learning codes
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Generalized linear models: linear regression,
logistic regression, support vector machines 92
Seconds

FAST and EASY to cluster enable machine Google Snap ML
learning models for GPU and CPU CPU-only Power + GPU

89 x86 Servers 4 POWERS9 Servers
(CPU-only) With GPUs




Simple to get started

Snap ML is available now as a
no-charge download from IBM

Runs exclusively on the
accelerated IBM Power AC922 or
S822LC servers

Can accelerate and scale existing
models, with little or no modification

Financial Services Usage Examples:

A Predict credit default 23x faster
than scikit-learn

A Speed up model training for credit
card fraud detection: 32x faster
than TensorFlow, 12.5x faster
than scikit-learn

A Predict stock volatility from 10 -k
textual reports 35x faster than
Apache Spark



Introducing PowerAl / Watson ML Accelerator Enterprise Edition

Deep Learning Impact
Data Management and ETL
Training visualization and monitoring
Hyper-parameter optimization

. Spectrum Conductor
Enterprlse Multi-tenancy support & security
Edition User reporting & charge back
Dynamic resource allocation
External data connectors

Distributed Deep Learning (>4 nodes)
Support Line L1 -L3

Open Source Frameworks: Supported Distribution

Community
Edition ., Caffe PYTORCH

Chainer
Large Model Support DDL (up to 4 nodes)




A Deep dive into WMLA Enterprise Edition



What enterprise customers struggle with in Al

%

Faster Time Increased
to Results & Resource
Accuracy Utilization

Simplified Enterprise
Management Solution



End-to-end NVLIink 2.0 connectors

End-to-end NVLink
connections

1TB 1TB
Memory Memory
170GB/s I I I I I I I I 170GB/s
No PCle Power 9 Power 9
bottleneck CPU CPU
NVLink NVLink
150 150
B B/
V100 2 V100 V100 ‘G_’S V100
. GPU <> GPU GPU <« GPU
Data location

transparent to GPUs IBM AC922 Power System

1B
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Combining NVLink and LMS
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POWER9 with 4 GPUs is 2.1x faster than x86 with 8 GPUs

TensorFlow with LMS

Runtime of 1 Epoch training
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Xeon x86 2698 with 8Tesla V100 Power AC922 with 4 Tesla V100




Distributed Deep Learning (DDL)

16 Days Down to 7 Hours: Near Ideal Scaling to 256 GPUs and Beyond
58x Faster

IBM Distributed Deep Learning Scaling Efficiency

16 Days
Ideal Scaling
—4—DDL Actual Scaling 95%
Efficiency w/
256 GPUs
7 Hours 16 o
1 System 64 Systems Number of GPUs

ResN



Choose your scale out distributed training model

Distribution Model

Benefit

Bring Your Own Framework
& Native Distribution Engines

Frameworks included in the IBM PowerAl distribution (e.g.
Tensorflow) and frameworks with their own native distribution
engine (e.g. CaffeOnSpark, etc.)

Distributed Deep Learning (DDL)
Very Large Scaleout Single Model

Single user, very large distribution for high -performance
training

Elastic Distributed Training
Resource Sharing & Multitenancy

Concurrent, dynamic and fault tolerant sharing of resources
across many tenants and jobs




Hyperparameter search & optimization

A Find the best hyperparameters Tune Hyperparameters for model:Caffe-vgg19-flower
using cognitive algorithms Random Seach
running in parallel, refining the e e St
values as the search progresSsSes | e ssanees nat e e

* Optimizer (select at least 1): SGD
. [[] AdaDelta
A Supported Algorithms D) Aducrd
[] Adam
[] Nesterov
[] RMSProp
* Learning rate range:
Bayesian * Weight decay range:
T P E Overview Hyperparameter Tuning  Training  Validation Results
Framework: TensarFlow (Distibuted training with IBM Fabric and auto-scaling) Spark instance group: dim
H b d Model files: Jehared/dli/models/TensorFlow/incaptionv3-dong-tuning- Batch size:
= yp e r an 20180424083651
Datasat: flowers-incept
More to c™™™ |
Leaming rate policy: fimad Base learning rﬁ D.U_20041 713 I Learning rate decay: a
Stalrcase: True Solver type: Mamentum Momentum: 0.013016915

I Decay: 01 I Epsilon: 1 Maximum iterations: 5000




Inference using REST API

New Inference: Eric-elastic-demo-1-20180327103709-20180327182422-Inference

Inference name: Eric-elastic-demo-1-20180327103709-20180327182422-Inference-20180411212505
Threshold: 0.1
* Files for inference: Browse... | No files selected.
- -
Single Inference is
available via REST API i Inferences : Manage deep learning model inferences. ShowlHide  List Cperations | Expand Operations
| B M P ower A | E n te r p ”Se m Iplatform/rest/deeplearning/v1/inferences Get all inference instances for a model
Iplatform/rest/deeplearning/v1/inferences Create a new inference from the model training.
Iplatform/rest/deeplearning/v1/inferences/startpredict Start predicting an inference model
E Iplatform/rest/deeplearning/v1/inferences/weightfile Retrieves the file name of the latest weight file
@ Iplatform/rest/deeplearning/v1/inferences{predictName} Deletes a prediction
E Iplatform/rest/deeplearning/v1/inferences/{predictName} Get the inference instance details
m Iplatform/rest/deeplearning/v1/inferences{predictName}/predicts Get the prediction results for an inference
Iplatform/rest/deeplearning/v1/inferences/predictName}/stop Stops a prediction



Choose your inference architecture for visual models

Data Center: Train model & Compile to Edge

Trained
model

CPU + GPU

IBM PowerAl Inference Engine

model parser

‘NN structure

model analyzer

Estimate resources
& performance

Backend specific
optimization

Map to Different
Platforms

—)

Cloud or Edge

Embedded FPGA

Embedded
GPU

Neural network
processor

CPUs, GPUs



Data preparation for deep learning

Import from different formats Transform, split and shuffle

New Dataset
New Dataset

Create a dataset from:

Create a dataset from images for object detection.

* Dataset name:

TensorFlow Records

) o Create in Spark instance group: dli-sig -
Images for Object Classification

i i * Training folder:
Images for Object Detection

@ The training folder must contain an Object.

Images for Vector Output * Portion of training images for validation: %
CSV Files * Portion of training images for testing: %
Other * Split algorithm: hold-out -

[] Double the number of images in the dataset by creating a resized copy of each existing image




Data preparation for deep learning

oK Train
45k
4k B Number
A5k
§ 3k
- 25k
Preview Results 5
15k
1k
voc-partial-data w0
g £ § £ F E E 3§ £ B
Overview g E g 2 E -%
<
Dataset details Labels
State Run duration
Finished 0.0 minutes DBbackend: ObjectDetection
Submitted:

6/14/2017, 10:05:26 PM
Training directory:

/gpfs/dits1/io04/datasets/voc-partial-
data/imageSets/Main/train, txt
Test directory: /gpfa/difs1/io04/datasets/voc-partial-
data/imageSets/Main/test.txt
Validation directory: /gpte/dite1/004/datasets/voc-partial-
data/imageSets/Main/val txt
Image details
image type = § § E 8 E
Width*Hesght:

This dataset is generated from Image, CSV or Object detection, run as Spark applicy

Test
B Number

& =
Resize transformation:

Split aigorithm: hoid-out

Image Review

Training images

Test Images Review Validation Images Review

Showing 1 to 10 of 434 entries




Deep Learning Impact Insight - Training visualization
monitor, analyze, optimize

Algeorithm's view and Quality Optimization

Suggestion

kearning_rate=0.15

Recommended
Learning rate to re-
train the model.

Learning Curves

J/ altrain) ' a(test)




