PowerAl (aka Watson ML Accelerator) update

Common Luxembourg \ ' l

Double Tree Hotel, Luxembourg

February 28, 2019 \

Franz Bourlet — POWER Systems technical sales
IBM Belgium & Luxembourg
franz_Bourlet@be.ibm.com




PowerAI / WMLA update and editions
Deep dive into WMLA Enterprise Edition
H20 Driverless Al

Intelligent Video Analytics

Watson Studio Local

PowerAlI Vision



 PowerAlI / WMLA update and editions



IBM PowerAl (aka Watson Machine Learning Accelerator)

Integrated & Supported Al Platform

Developer Ease-of-Use Tools

Open Source Frameworks:
Supported Distribution
+ Flow Caffe

B Keras o» Chainer

Ease of Use Tools for Data Scientists

Red Hat and Ubuntu

Easy installation (RPM/DEB)

Faster Training Times via
HW & SW Performance Optimizations

Cloud and on premise

Cx—C— =S » Bare metal and Docker-based
= s O e e O] —
GPU-Accelerated Storage

3-4x Speedup for Al Training

Power Servers



IBM adds value to curated, tested, and pre-compiled frameworks with
WMLA

Large Model Support Distributed Deep Learning Fully Supported by IBM
Use system memory with GPUs Simplifies the process of PowerAlI software and the
to support more complex training deep learning models accelerated Power servers it
models and higher resolution across a cluster for faster time runs on are supported by IBM
data. to results. technical support.

CPU

GPU



Snap ML — Accelerated Machine Learning Library for Distributed GPU

Snap Machine Learning (ML) Library

APIs for Popular ML
. _ ' _ Frameworks
Logistic Regression Linear Regression
@ python
Support Vector
Machines (SVM)
I ) learn
1 W' (comin
libGLM (C++ / CUDA Distributed Hyper- ) l. (soon') &
Optimized Primitive Lib) Parameter Optimization
Spcurkzw

Distributed Training




What data science methods are used at work?

Deep Learning is
Important and growing
rapidly, but a Kaggle
survey shows data
scientists still rely
primarily on machine
learning algorithms

0% 10% 20% 30% 40% 50% 60%

Logistic Regression

Decision Trees 49.9%

Random Forests 46.3%

Neural Networks (7773
Bayesian Techniques 30.6%
Ensemble Methods 28.5%

SVMs 26.7%

Gradient Boosted Machines m

CNNs 18.9%

anns (NPT

Other 8.3%

Evolutionary Approaches - 5.5%

Hvms [ 5-4%

Markov Logic Networks - 4.9%

GANs [ 2.8%



Enterprises rely on linear models for analytics

Regulated industries require explainable/interpretable predictions

Models are powered largely by text and structured data

Well understood tools; clients have deeper skill using Python, Spark, or R

15

Few of these linear models are cluster GPU
accelerated, limiting both scale and speed...

10

Snap ML changes this to accelerate / A
machine learning :

20 -10 10 20 30 40 50 60



Snap ML: Training time goes
from 1.1 hours to 90 seconds

46x faster than previous record set by
Google

Transparent to data scientists — plugs into
existing machine learning codes

Generalized linear models: linear regression,
logistic regression, support vector machines

FAST and EASY to cluster enable machine
learning models for GPU and CPU
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Logistic Regression in
TensorFlow(CPU-only) vs
Snap ML (with GPUs)

1.1 Hours 46X Faster

92
Seconds

Google Snap ML
CPU-only Power + GPU

89 x86 Servers 4 POWER9 Servers
(CPU-only) With GPUs




Simple to get started

Snap ML is available now as a
no-charge download from IBM

Runs exclusively on the
accelerated IBM Power AC922 or
S822LC servers

Can accelerate and scale existing
models, with little or no modification

Financial Services Usage Examples:

* Predict credit default 23x faster
than scikit-learn

» Speed up model training for credit
card fraud detection: 32x faster
than TensorFlow, 12.5x faster
than scikit-learn

» Predict stock volatility from 10-k
textual reports 35x faster than
Apache Spark



Introducing PowerAl / Watson ML Accelerator Enterprise Edition

Enterprise
Edition

Community
Edition

Deep Learning Impact
Data Management and ETL
Training visualization and monitoring
Hyper-parameter optimization

Spectrum Conductor
Multi-tenancy support & security
User reporting & charge back
Dynamic resource allocation
External data connectors

Distributed Deep Learning (>4 nodes)
Support Line L1-L3

Open Source Frameworks: Supported Distribution

Chainer
Large Model Support DDL (up to 4 nodes)



* Deep dive into WMLA Enterprise Edition



What enterprise customers struggle with in Al

%

Faster Time Increased
to Results & Resource
Accuracy Utilization

Simplified Enterprise
Management Solution



End-to-end NVLIink 2.0 connectors

End-to-end NVLink
connections

1TB 1TB
Memory Memory
170GB/s I I I I I I I I 170GB/s
No PCle Power 9 Power 9
bottleneck CPU CPU
NVLink NVLink
1110 1] 111 s0 ] )]
/ S;_Blé
) GPU - GPU GPU > GPU
Data location

transparent to GPUs IBM AC922 Power System

1B

15



Combining NVLink and LMS

140 5 1415 142 5 6.11836 s Lk 144 5 145 &

DGXx: PCIe connected GPU
1] i |lIlI-IIIIlIIJ GERAN | O (O ) AN I training one high res 3D MRI with

N O A MAURRRE RE WUO0] WOMRR D § WD EE EE KR large model support

246740 5 Gl +

i

- { | AC922: NVLink 2.0 connected GPU training one
TR R IR MY high res 3D MRI with large model support




POWER9 with 4 GPUs is 2.1x faster than x86 with 8 GPUs

TensorFlow with LMS

Runtime of 1 Epoch training
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Xeon x86 2698 with 8Tesla V100 Power AC922 with 4 Tesla V100




Distributed Deep Learning (DDL)

e o pluis: Near Ideal Scaling to 256 GPUs and Beyond
58x Faster

16 Days IBM Distributed Deep Learning Scaling Efficiency

Ideal Scaling

—2—DDL Actual Scaling , 95% ,
Efficiency w

256 GPUs

7 Hours 16 o

Number of GPUs

1 System 64 Systems

ResN



Choose your scale out distributed training model

Distribution Model

Benefit

Bring Your Own Framework
& Native Distribution Engines

Frameworks included in the IBM PowerAl distribution (e.g.
Tensorflow) and frameworks with their own native distribution
engine (e.g. CaffeOnSpark, etc.)

Distributed Deep Learning (DDL)
Very Large Scale-out Single Model

Single user, very large distribution for high-performance
training

Elastic Distributed Training
Resource Sharing & Multitenancy

Concurrent, dynamic and fault tolerant sharing of resources
across many tenants and jobs




Hyperparameter search & optimization

» Find the best hyperparameters Tune Hyperparameters for model:Caffe-vag19-flower
using cognitive algorithms Random Soarh
running in parallel, refining the e e St
values as the search progresSsSes | e ssanees nat e e

* Optimizer (select at least 1): SGD
. [[] AdaDelta
» Supported Algorithms D) Aducrd
[] Adam
[] Nesterov
[] RMSProp
* Learning rate range:
Bayesian * Weight decay range:
T P E Overview Hyperparameter Tuning  Training  Validation Results
Framework: TensarFlow (Distibuted training with IBM Fabric and auto-scaling) Spark instance group: dim
H b d Model files: Jehared/dli/models/TensorFlow/incaptionv3-dong-tuning- Batch size:
= yp e r an 20180424083651
Datasat: flowers-incept
More to come B |
"t Leaming rate policy: fimad Base learning rﬁ D.U_20041 713 I Learning rate decay: a
Stalrcase: True Solver type: Mamentum Momentum: 0.013016915

I Decay: 01 I Epsilon: 1 Maximum iterations: 5000




Inference using REST API

New Inference: Eric-elastic-demo-1-20180327103709-20180327182422-Inference

Inference name: Eric-elastic-demo-1-20180327103709-20180327182422-Inference-20180411212505
Threshold: 0.1
* Files for inference: Browse... | No files selected.
- -
Single Inference is
available via REST API in Inferences : Manage deep learning model inferences. Show/Hide  List Cperations | Expand Operations
I B M Powe r AI E n ‘t er p r | se m Iplatform/rest/deeplearning/v1/inferences Get all inference instances for a model
Iplatform/rest/deeplearning/v1/inferences Create a new inference from the model training.
Iplatform/rest/deeplearning/v1/inferences/startpredict Start predicting an inference model
E Iplatform/rest/deeplearning/v1/inferences/weightfile Retrieves the file name of the latest weight file
@ Iplatform/rest/deeplearning/v1/inferences{predictName} Deletes a prediction
E Iplatform/rest/deeplearning/v1/inferences/{predictName} Get the inference instance details
m Iplatform/rest/deeplearning/v1/inferences{predictName}/predicts Get the prediction results for an inference
Iplatform/rest/deeplearning/v1/inferences/predictName}/stop Stops a prediction



Choose your inference architecture for visual models

Data Center: Train model & Compile to Edge

Trained
model

CPU + GPU

IBM PowerAlI Inference Engine

model parser

‘ NN structure

model analyzer

Estimate resources
& performance

Backend specific
optimization

Map to Different
Platforms

—)

Cloud or Edge

-

Embedded FPGA

Embedded
GPU

Neural network
processor

CPUs, GPUs



Data preparation for deep learning

Import from different formats Transform, split and shuffle

New Dataset
New Dataset

Create a dataset from:

Create a dataset from images for object detection.

* Dataset name:

TensorFlow Records

) o Create in Spark instance group: dli-sig -
Images for Object Classification

i i * Training folder:
Images for Object Detection

@ The training folder must contain an Object.

Images for Vector Output * Portion of training images for validation: %
CSV Files * Portion of training images for testing: %
Other * Split algorithm: hold-out -

[] Double the number of images in the dataset by creating a resized copy of each existing image




Data preparation for deep learning

Preview Results

voc-partial-data
Overview
Dataset details
State Run duration
Finished 0.0 minutes R SEiedOactan
Submitted:

6/14/2017, 10:05:26 PM
/gpfs/dits1/io04/datasets/voc-partial-
data/imageSets/Main/train, txt
/gpfe/difs1/io04/datasets/voc-partial-
data/imageSets/Main/test.txt
/gpfe/dite 1/004/datasets/voc-partial-
data/imageSets/Main/val txt

Training directory:
This cataset is generated from Image, CSV or Object detection, run as Spark applici
Test directory:

Valigation directory:

Image details

Image type:

Width*Height: 00
Resize transformation:

Split aigorithm: hoid-out

Image Review

l Test Images Review ll Validation Images Review J

Numbers

Training images

]

automodile

2
-

§ ¥ F B %

8 =

E

airplane

Labels

Showing 1 to 10 of 434 entries

Train
B Number

B Number




Deep Learning Impact Insight - Training visualization

monitor, analyze, optimize

Algeorithm's view and Quality Optimization

Algorithm’'s view and Quality Optimization

" pm

litrain} ~" Ntest)

Time Sugpestion

learning_rate=0.15

el o C Curetheeation:dd0
. . 0.65
Current Heorat 0.8
w 055 Recommended
k-] N o
05 Learning rate to re-
045
04 train the model.
0.35
PREREZREEEZDE
e N e e
Herations
Learning Curves Welght histogram dense Learning Curves Weight histogram dense
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Dynamic, policy based resource plan

» Sharing while preserving ownership
» Change the plan ‘on the fly’ while workload is running

Allocations flex during runtime to reflect business priorities — Dynamic Allocation
Enables application level SLA management

Borrow Details:

MapReduceDefault
(ComputeHosts, 00:00-24:00)

IBM Platform Sympheny Advanced Edition Dashboard Admin Apr 13, 201

Workload ~ Resources ~ Settings ~ Reports & Logs ~ Total borrow limit
nd to these consumers Borrow from consumers
Resource Plan ansumers to lend to | Lend / Limit Consumers to borrow from | Borrow / Order
p: C [=]|[ Time intervals ana settings * symphdemo ~symphdemo
» Siot allocation policy i
¥ SymTesting ~SymTesting
Symping61 | O Symping61 | [}
Consumer Owned Slots | Consumer Rank | Lend | Limnit | Borrow | Limnit | Share Ratio | Limit ~ SampleApplications ~SampleApplications
~ symphdemo 08 SOASamples O SOASamples o
~ SymTesting o o 1 . [
Symping61 o o () = b EclipseSamples EclipseSamples |
Total o - ¥ SymExec ~SymExec
Balance 0 -
~ SampleApplications o o 1 SymExect 1 o SymExect1 o
soAsamples o o s s 1 ~MapReduceConsumer ~MapReduceConsumer
EclipseSamples 0 50 = = 1 MapReducet MapReducef1 1
Total 0 B -
W . -
Balance o - - MapReduceHighPriarity MapReduceHighPriority 2
T SymExec o o Al MapReduceDefault MapReduc Fault
SymExect1 (8] o = =
Total 0 . SampleAppCPP O SampleAppCPP [
Balance 0 -
GpuTestd, [}
~MapReduceConsumer 40 0 Bl P P GpuTestApp o
MapReduces1 10 0 WHDetails WEDetails 1 » Expand All ¥ Expand All
MapReduceHighPriority 30 o LODetails Lo Details 1 + Collapse Al « Collapse Al
MapReduceDefault o o = WD etails 4 o pse A
Total 40| - - - - -
Balance of- - - - - Close Close
SampleAppCPP o o = =
GpuTestapp ] 0 =1 = 1
Total 40| - -
Balance 68 -




Elastic Distributed Training — Example

Job #1

Environment:
— Two (2) POWER9 servers with four (4) GPUs
— Eight (8) GPUs total
— Policies
* Fairshare
* Preemption
* Priority
Job #2
Timeline :
— TO - Job 1 starts, uses all available GPUs
— T1 - Job 2 starts, Job 1 gives up four GPUs
— T2 - Job 2 priority change, Job 1 gives up GPUs
— T3 - Job 1 finishes, Job 2 uses all GPUs

GPU Slots

e ]

4

GPU Slots

B e e ) - - - - - - =

T0 T1

el - - D - - — — - - - - — — — S .

T2

—
w

- — o - e e o e o .




Monitor and chargeback accounting

PowerAl Enterprise includes detailed monitoring

Applications Resource Usage
Application resource usage for all instance groups B inthe last | 6 = hours E| View

z ® app-2i
s
g e:
E .-
H e
= .-
H ®:
H -
£ a
= y | )
Charge Back for Allocated Slots
CPU Skts » tance Group » Scanuanty o v
©Q CcPU Siots
Chart Data

O GPU Ebls

PowerAlI resource
chargeback reporting

CPU Slots




Production proven with enterprise security

Production proven support for Allow different lines of
Authentication | Kerberos, Siteminder, AD/LDAP Impersonation | business to define production
and OS authentication execution user

N N

Fine grained access control

SSL & daemon
Role based control (RBAC) authentication
Authorization Encryption
Spark binary life cycle, notebook Storage encryption with

updates, deployments, resource IBM Spectrum Scale
\/ plan, reporting, monitoring, \/
log retrieval, and execution



e H20 Driverless Al



H20.ai Company

Company
Products
Leadership
Team

Global

Founded in Silicon Valley in 2012
Series C Investors: Wells Fargo, NVIDIA, Nexus Ventures, Paxion Ventures

* H20 Open Source Machine Learning (14,000 organizations)
« H20 Driverless Al — Automatic Machine Learning

Market Leader recognized by Gartner, Forrester, InfoWorld,
Constellation Research

130+ Al experts (Kaggle Grandmasters, Distributed Computing and
Visualization experts)

Mountain View, London, Prague, Chennai

S1RE Rk
\ :.;\1“:' (R 2




Growing Worldwide Open Source Community

2229500
@PH.0

OFTOP 10

14,000 Companies
using H20 BANKS
}" 70FTOP10
INSURANCE COMPANIES
155,000 B\EH;!.REOGOPMPAQ

data scientists

H20 World

NYC, London, SF

Jo-taé {Jow) Chow
Ore mom talk by e
THIEE days of n W7 1 hopem you o rememter 1 by Row

130K Meet-up Members

=

pwc

*MOCYS

‘i BLACKEDECKER.

Nielsen

S —
Catalina 3

TNIr
CISCO

XA

COMCAST
[[=] owecr

ViSiON:

Eﬂ{\\\ AMERICA

PROGRESSIVE
2 deserve

WELLS
FARGO

KAISER
Q\“"@ PERMANENTE

I * CHANGE

HEALTHCARE

Health Care

ZURICH

Ca;;i;;()é
PayPal

citi



H20.ai Product Suite

Spoﬁ’(\r + H,O

H,0-3 SPARKLING w ©4G6PU DRIVERLESSAI
— WATER 2

In-memory, distributed . ) Automatic feature
machine learning algorithms H2.2tAeI Oa'?[feonnsoifg e:gklne macl?rljg [chf'l:)ratggka o engineering, machine
with H20 Flow GUI integration with spar ! rning p 8 learning and interpretability
Y * Built for domain users, analysts and
data scientists — GUI based interface
O pe N SO urce for end-to-end data science
* Fully automated machine learning
* 100% open source — Apache V2 licensed from ingest to deployment

* Licensed on a per seat basis

* Built for data scientists — interface using R, Python a
(annual subscription)

on H20 Flow (interactive notebook interface)
* Enterprise Support subscriptions H2° Ql



H20.ai is a Recognized Leader in AI and ML

2018 Gartner Magic Quadrant Forrester Wave: Notebook-Based Top 3 Artificial Intelligence (AI)
for Data Science and Predictive Analytics And Machine and Machine Learning (ML)
Machine Learning Platforms Learning Solutions, Q3 2018 Software Solution
:E WYSIWYG Al FOR BUSINESS USERS
™% oY
% COMPLETENESS OF VISION 'As of January 2018 Gartner, Inc - R A Sy SRR By i "EMA
“Technology leadership ... with “H20.ai’s future is automated “its vision of creating an AI and ML
a distinguished vision” machine learning” tool that ultimately aims to allow
almost everyone within the
“its bright future is in Driverless business to create their own

“the quasi-industry standard”
q9 y AIl” predictive models”


https://www.h2o.ai/wp-content/uploads/2018/10/EMA-H20-Top3-AI-2018-DecisionGuide-chapter-9B.pdf

H20 Driverless AI — Simple, Fast, Accurate, Interpretable

Automatic Data Fast and Industry Leading
Visualization Accurate Results Interpretability

- : : Hee———— =
- / : EXPERIMENT SETTINGS HELP . .
)

| o B R — SCORE ON ANOTHER DATASET

F
7 K 3 6 I DOWNLOAD (HOLDOUT) TRAINING PREDICTIONS
TIME

-
oy - .
m T R —
22 L2 £ L2

» Automatic generation of » “Data Scientist in a Box” * Trusted results with
visualizations and graphs to . Simple interface explainability and
explore your data before the transparency
model-building process > UGG (ERILIE « Interpretability for debugging,
engineering to increase ;
* Most relevant graphs shown accuracy not just for regulators
for the given data set )
.« Identifv outli q + Automatic recipes for solving .Git reastorllﬁfidgs arc} e
entify outliers an wide variety of use-cases interpretability in plain
missing values English
» Automatic tuning to . .
find and tune the right st Dl
ensemble of models ependence and more




Driverless Al: Automates Data Science and Machine Learning Workflows

Features
E Target

E Duality Modeling Model Model
ormation Table Building

Data
Integration Driverless Al




( H20.ai

Experiment desusupe

DRIVERLESE Al 1.3.0 — Al TO 0D Al
Licensed to IBM [SN26133 — For evoluotion only. not for production use)

DATASETS EXPERIMENTS MLI HELP PY_CLIENT MOJDZ2-RUNTIME MESSAGES[0] LOGOUT KSCHLAMB

TRAINING DATA ASSISTANT  TRAINED 4/4 ENSEMBLE BASE LEARNERS EXPERIMENT SETTINGS EXPERT SETTINGS SCORER
L Em
DATASET [XGBOOST] -
creditcard.csv ﬂl[ =
ROWS COLUMNS \ORDPFED COLS VALIDATION DATASET TEST DATASET cpi“%\\_\\\v\\l‘ H%) ".’:‘EM _
SAK 25 - - - S 2 e
= *.-:-:; ) ACCURACY TIME pisepmeiamir,  ACURADY
B : _ ioEoss
TARGET COLUMN FOLO COLUMN __‘; E F';-HE.. E _ _
defoult payment next  — —% t.c-..?' T aer
— — 5 S Quickly Start Experiment . w e
- [OFF] ELAPSED e o ITERATION
CFuU
. - — U 00:03:14 [] 11/38 B P TR TR R A
bool 23999 2 5369 MEM
ITERATION DATA - VALIDATION VARIABLE IMPORTANCE ROC PREC-RECALL LIFT GAINS GPU USAGE
o 5 il 43_MumToCOtTE-MARRIAGEPAY_D:PAY_2.0 100

0708

O.T4ZT

o
=

Mc;delTuning

/694

(Model: XGBoost)

B |2|:| 25 30 35 40

Model Sellection

42 _TruncsVIMARRIAGE: PAY_iPAY_Z:IPAY_3.0

A7_TruncsSVIMPAY_DPAY_ZPAY_AMTS.1
48_MumToCotWoE:PAY_DCPAY_SIPAY_AMTZ0
10_PaY_0

27 [hietermics oLy ns

7 Feature Engineering :

S0_NumToOCOtTE:PAY_Z2:PAY_S.0
S9_NMumToCotTE.LIMIT_BALPAY_4.0
ES7_ClusterTE:ClusteriD7EBILL_AMTZ:PAY 0.0

F_ClusterosteaILL_AMTLS
BEZ_NUMToOCHTEEILL_AMTZ:PAY_D:PAY_ZFPAY _JPAY_SIPA_
Z6_NumToCotWoE:LIMIT_BAL:FAY_4.0

GFUT

GFUZ ““
| I ‘ I “




Financial Fraud Detection

Driverless AI matched
10 years of expert
feature engineering

Increased accuracy
from 0.89 to 0.947 (6%)
in detecting fraudulent
activity

6X speed up when
running on an IBM Power
GPU-based server

Experiment

* Training time (subset of data) — Driverless Al on GPU 6x faster

“Driverless Al is giving
amazing results in terms of
feature and model
performance “

Venkatesh Ramanathan
Senior Data Scientist, PayPal

H,0.0



Improving Profitability of Core Financial Services

« Improved years of expert
feature engineering

« Increased accuracy of existing
credit risk scoring in less time

« 2X propensity to buy for new
bank products

» Accelerated by IBM Power
Systems AC922

“We were also able to double
the propensity for our
banking customers to accept
an offer of credit products,
such as credit cards... We
plan to use

the platform for more use
cases in the future.”

Ruben Diaz
Data Scientist,

Vision Banco ,
H,0.ci



Integration with WMLA EE

Deploy and manage instances of H20 Driverless Al with PowerAl Enterprise
(through IBM Spectrum Conductor)

What’s available today (as of Feb. 2019) IBM
Multiple instances of Driverless Al deployed across the DRIVERLESSAI (S;Eﬁﬁtﬂﬂ?;r
cluster (up to one instance per host)

«  Automatic failover: if Driverless Al goes down, Gl Hanagsmers ol
it is restarted on another host e e

« Easy start/stop of Driverless Al through the web interface ) Apptcation wimross i A Conmmers o .

¢ User permISS|0nS management L 5. ARG o | Serca Summary | Services | Descrintion . L Top Consumer .

o Shared file System for data and |OgS f O llgooheeedl, . saied SN ODNedseAl DAL

Application Instance: W20 DriverlessAl )
| e | ey | S ||

Roadmap

*  Running Driverless Al across multiple machines sy — g ys—

«  Running multiple instances on a single host e e v o s

- Integration of Driverless Al authentication with . s s = DA Do
PowerAl Enterprise authentication - o R

* Log retrieval from IBM Spectrum Conductor web interface



« Intelligent Video Analytics



IBM Intelllgent V|d

i

SAFETY & SECURITY

Identify and monitor people
and objects to improve
public safety.

Key Capabilities:
Facial recognition
Object missing / left behind
Trip wires / Intrusion detection
Detect potential weapons
People count and movement

Post Event video analysis
(forensics)




« Watson Studio Local



Watson Studio : Tools for supporting data scientists

Authoring Tools
* Create, train and collaborate .

I

I

I

| :
* Best of breed open source & IBM tools : J@r @Studlo (V/ o % [ﬁéél api

R

I

I

I

I

* COde (R’ Python Or_Scala) and no- Data Refinery Model Builder Watson API Tools
code/visual modeling tools

@ SPSS Modeler DeCISIOn Cognos
Optimization Dashboard

Machine Learning Runtimes Deep Learning Runtimes :
| mmmmm e e e e e e e e e e m. | e mm e mm e ———————-
+ Most popular open source frameworks spofﬁz @ Leawn S Boost Spok’ £ lioch Caffe

Tensor

* IBM best-in-class frameworks

Scalable & modern infrastructure

& O <

docker kubernetes NVIDIA.

* Fully managed or customer managed
service

* Container-based resource management

* Elastic pay as you go cpu/gpu power

Deployment options:




Watson Studio user inte

= O IBM Data Science Experience Local v 58 Trial Days Left

kshop_KG > All

All Notebooks RStudio Models SPSS Modeler Streams Scripts Data Sets Other Files Published Assets

Notebooks view all (10) @ add notebook
NAME STATUS ENVIRONMENT TOOL LAST MODIFIED
[} PMMLTestClient Jupyter with Python 2.7, Scala 2.11, R 3.4.1 JUPYTER 03-20-2018 S
[H TelcoChurn_Deploy Jupyter with Python 2.7, Scala 2.11, R 3.4.1 JUPYTER 03-19-2018
EE TelcoChurnEvalScript Jupyter with Python 2 7, Scala2 11, R 341 JUPYTER 03-19-2018 S
[H TelcoChurn_SparkML Jupyter with Python 2.7, Scala 2.11, R 3.4.1 JUPYTER 03-19-2018 ~
[! TelcoChurn_SparkML JUPYTER 03-19-2018

RStudio view all (0) @ open RStudio
NAME TYPE LAST MODIFIED

you have no rstudio files



« PowerAl Vision



PowerAl Vision : deep learning for the rest of us

Label Image or

Video Data

Auto-Train Al
Model

My DL Tasks /| Create Task

New DL Task - Build Image Classifier

O,

Choose Dataset Build Model Deploy And Test
Name of Image Classifier: Test1

Select dataset: Room |»| or Create a New Dataset

Build Mode! JeELLE]

Latest Status: training

Train Iteration: 101 O Train Loss O Test Loss O~ Accuracy
Train Loss: 0.62105

Test Iteration: 100

08
Test Loss: 0.47246 \ o
Accurary: 0.81771 R IAN ~
R
e
0+ 0
15 913172125293337414540535761656973 778185899 20 a0 60 80 100

Estimated left time: 0 seconds

Package & Deploy
AI Model

& \
o e




AI SW portfolio on POWER Systems : the full picture

Al for
Data Scientists and
non-Data Scientists

Watson ML
Accelerator CE

Watson ML
Accelerator EE

Accelerated
Infrastructure

Watson Intelligent PowerAl
Studio Video Vision
Local Analytics Auto-DL for

Data scientist Video streams Images & Video
toolkit insights

PowerAl: Open Source ML Frameworks
+ Flow

Distributed Deep Learning
(up to 4 nodes)

Large Model Support (LMS)

Distributed Deep Learning Auto Hyper-parameter
(DDL — 1000s of nodes) Tuning

IBM Spectrum Conductor with Spark
Cluster Virtualization,
Dynamic Resource Orchestration,
Multiple Frameworks, Distributed Execution Engine

Accelerated Servers

_ H20
Driverless Al
Auto-ML for Text

& Numeric Data,
NLP

Deep Learning Impact
(DLI) Module

Data & Model
Management, ETL,
Visualize, Advise




Comparing Al offerings on Power Systems

Offering

Applications

Platform

IBM
Products

Cloud

Description

Pricing Model
Support

Text & Numeric
Images

Video

Primary Persona

Second persona
User Skill Level

Strengths

Distributed DL (DDL)

Large Model Support
Server(s)

Spectrum MPI (DDL)
Spectrum Conductor DLI
IBM DSX Local

IBM Cloud Public

IBM Cloud Private

Power Al Base

Deep Learning

Free download
Available from IBM

Yes
Yes

Data Scientist
1T
High
Rapid deployment, high
performance, scale

1-4 nodes
Yes
S822LCor AC922
Limited to 4 nodes
Optional add-on

Optional add-on
Yes

Yes

Deep Learning

Power Al Enterprise

Deep Learning for the
Enterprise

Commercial
IBM L 1-3 Included
Yes
Yes
Optional add-on

Data Scientist
1T

Medium to high
enterprise grade, High
performance, rapid
Deployment

1-thousands of nodes
Yes
S822LC or AC922
Included
Included

Optional add-on
No

Coming

Al Vision

Deep Learning with Video tools

Commercial
IBM L1-3 Included
No
Yes
Yes

Line of Business
IT

Low
Rapid deployment, simple GUI
high performance

Coming
Coming
S822LCor AC922
?

?

No
Trial only

Yes

Machine

Learning
H20 Driverless Al

ML and DL

Watson Studio Local
Notebook oriented

development environment for | Automated Machine learning

ML and DL
Commercial Commercial
Available from IBM H20L1-3
Yes Yes
Yes No
No
Data Scientist Data Scientist
1T Line of Business

Medium to high Low to Medium
Notebook based development | Simplified deployment, intuitive
environment, strong user interface, automatic
collaboration, model pipelines, "explainability" for
management models, end to end automation
Coming -

Coming -

S822LC or AC922,LC922 S822LC,AC922,LC921/922
Optional add-on
Optional add-on
Optional add-on

Watson Studio ?

Optional Add On

Yes Coming



Great reading
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« Watson ML Accelerator homepage

« Watson ML Accelerator for developers

« Try Watson ML Accelerator

« PowerAl Vision homepage

« Download PowerAl Vision

« Watson ML Accelerator & PowerAl Vision FAQ

e AC922 cognitive system



https://www.ibm.com/us-en/marketplace/deep-learning-platform
https://www.ibm.com/us-en/marketplace/deep-learning-platform
https://developer.ibm.com/linuxonpower/deep-learning-powerai/technology-previews/powerai-vision/
https://developer.ibm.com/linuxonpower/deep-learning-powerai/try-powerai/
https://www.ibm.com/us-en/marketplace/ibm-powerai-vision
https://www-01.ibm.com/marketing/iwm/iwm/web/reg/pick.do?source=mrs-eibmpair&lang=en_US
https://developer.ibm.com/linuxonpower/deep-learning-powerai/faq/
https://www.ibm.com/us-en/marketplace/power-systems-ac922
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