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Open Source Frameworks: 

Supported Distribution

Developer Ease-of-Use Tools

Faster Training Times via
HW & SW Performance Optimizations

ÅIntegrated & Supported AI Platform

ÅEase of Use Tools for Data Scientists

ÅRed Hat and Ubuntu

ÅEasy installation (RPM/DEB)

ÅCloud and on premise

ÅBare metal and Docker-based

Å3-4x Speedup for AI Training
GPU-Accelerated 

Power Servers
Storage

Caffe

IBM PowerAI (aka Watson Machine Learning Accelerator)



Distributed Deep Learning

Simplifies the process of 
training deep learning models 
across a cluster for faster time 

to results. 

Fully Supported by IBM

PowerAI software and the 
accelerated Power servers it 

runs on are supported by IBM 
technical support.

Large Model Support

Use system memory with GPUs 
to support more complex 

models and higher resolution 
data.

GPU

CPU

IBM adds value to curated, tested, and pre -compiled frameworks with 
WMLA
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libGLM (C++ / CUDA 
Optimized Primitive Lib)

Distributed Training

Logistic Regression Linear Regression

Support Vector 
Machines (SVM)

Distributed Hyper -
Parameter Optimization

More Coming Soon

APIs for Popular ML 
Frameworks

(coming
soon)

Snap Machine Learning (ML) Library

Snap ML ïAccelerated Machine Learning Library for Distributed GPU



Deep Learning is 

important and growing 

rapidly, but a Kaggle 

survey shows data 

scientists still rely 

primarily on machine 

learning algorithms

What data science methods are used at work?



Regulated industries require explainable/interpretable predictions

Models are powered largely by text and structured data

Well understood tools; clients have deeper skill using Python, Spark, or R 

Few of these linear models are cluster GPU 
!$$&/&5!7&%n /,0,7,1( #27+ 6$!/& !1% 63&&%l 

Snap ML changes this to accelerate 
machine learning

Enterprises rely on linear models for analytics



46x faster than previous record set by 
Google

Transparent to data scientists hplugs into 
existing machine learning codes

Generalized linear models: linear regression, 
logistic regression, support vector machines

FAST and EASY to cluster enable machine 
learning models for GPU and CPU

Snap ML: Training time goes 
from 1.1 hours to 90 seconds

Logistic Regression in 
TensorFlow(CPU -only) vs 

Snap ML (with GPUs)

1.1 Hours
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46x Faster

89 x86 Servers
(CPU-only)

4 POWER9 Servers
With GPUs



Snap ML is available now as a 
no-charge download from IBM

Runs exclusively on the 
accelerated IBM Power AC922 or 
S822LC servers

Can accelerate and scale existing 
models, with little or no modification

Financial Services Usage Examples:

Å Predict credit default 23x faster 
than scikit -learn 

Å Speed up model training for credit 
card fraud detection: 32x faster 
than TensorFlow, 12.5x faster 
than scikit -learn 

Å Predict stock volatility from 10 -k 
textual reports 35x faster than 
Apache Spark

Simple to get started



Deep Learning Impact
Data Management and ETL

Training visualization and monitoring
Hyper-parameter optimization

Spectrum Conductor
Multi -tenancy support & security

User reporting & charge back
Dynamic resource allocation

External data connectors

Distributed Deep Learning (>4 nodes)

Enterprise 

Edition

Open Source Frameworks: Supported Distribution

Community 

Edition

Support Line L1 -L3

Large Model Support DDL (up to 4 nodes)

Introducing PowerAI / Watson ML Accelerator Enterprise Edition
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Simplified 

Management

Faster Time 

to Results & 

Accuracy

Increased 

Resource 

Utilization 

Enterprise 

Solution

What enterprise customers struggle with in AI
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1 TB 

Memory

Power 9 

CPU

V100 

GPU

V100 

GPU

170GB/s

1 TB 

Memory

Power 9 

CPU

V100 

GPU

V100 

GPU

170GB/s

NVLink
150 
GB/s

IBM AC922 Power System

End-to-end NVLink 2.0 connectors

NVLink
150 
GB/s

End-to-end NVLink
connections

Data location 
transparent to GPUs

No PCIe 
bottleneck



DGXx: PCIe connected GPU 
training one high res 3D MRI with 
large model support

AC922: NVLink 2.0 connected GPU training one 
high res 3D MRI with large model support

Combining NVLink and LMS



364

174

0

50

100

150

200

250

300

350

400

Xeon x86 2698 with 8Tesla V100 Power AC922 with 4 Tesla V100

T
im

e
 (

se
cs

)
TensorFlow with LMS

Runtime of 1 Epoch training

POWER9 with 4 GPUs is 2.1x faster than x86 with 8 GPUs



Near Ideal Scaling to 256 GPUs and Beyond16 Days Down to 7 Hours: 
58x Faster

1 System 64 Systems

16 Days

7 Hours

ResNet-101, ImageNet-22K, Caffe with PowerAI DDL, Running on Minsky (S822Lc) Power System

Distributed Deep Learning (DDL)



Distribution Model Benefit

Bring Your Own Framework
& Native Distribution Engines

Frameworks included in the IBM PowerAI distribution (e.g. 
Tensorflow ) and frameworks with their own native distribution 
engine (e.g. CaffeOnSpark, etc.)

Distributed Deep Learning (DDL)
Very Large Scale-out Single Model

Single user, very large distribution for high -performance 
training

Elastic Distributed Training
Resource Sharing & Multitenancy 

Concurrent, dynamic and fault tolerant sharing of resources 
across many tenants and jobs

Choose your scale out distributed training model



ÅFind the best hyperparameters 

using cognitive algorithms 

running in parallel, refining the 

values as the search progresses

ÅSupported Algorithms

- Random Search

- Bayesian

- TPE

- Hyperband

- More to comeé

Hyperparameter search & optimization



Single Inference is 
available via REST API in 
IBM PowerAI Enterprise

Inference using REST API



Map to Different 
Platforms

Neural network 
processor

Embedded 
GPU

Embedded FPGA

CPUs, GPUs

Cloud or Edge

CPU + GPU

Trained 
model

IBM PowerAI Inference Engine

Data Center: Train model & Compile to Edge

model parser

model analyzer 

NN structure

Backend specific 
optimization

Estimate resources 
& performance

Choose your inference architecture for visual models



Import from different formats Transform, split and shuffle

Data preparation for deep learning



Preview Results

Data preparation for deep learning
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Deep Learning Impact Insight - Training visualization
monitor, analyze, optimize


